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Abstract 

Vehicles utilizing animal locomotion mechanisms may possess increased performance pa­

rameters and the ability to overcome more difficult terrain than conventional wheel or pro­

peller driven vehicles. The essential mechanism underlying animal locomotion can be 

viewed as mechanical rectification that converts periodic body movements to thrust force 

through interactions with the environment. This dissertation defines a general class of 

mechanical rectifiers as multi-body systems equipped with such thrust generation mech­

anisms. A general model is developed from the Euler-Lagrange equation and simplified 

by assuming small body oscillations around a given nominal posture. The model reveals 

that the rectifying dynamics can be captured by a bilinear (but not linear) term of body 

shape variables. An optimal gait problem is formulated for the bilinear rectifier model as 

a minimization of a quadratic cost function over the set of periodic functions subject to a 

constraint on the average locomotion velocity. We prove that a globally optimal solution is 

given by a harmonic gait that can be found by generalized eigenvalue computation with a 

line search over cycle frequencies. We verify the solution method through case studies of a 

two dimensional chain of links for which snake-like undulations and jellyfish-like flapping 

gaits are found to be optimal, and obtain analytical insights into determinants of optimal 

gaits from a simple disk-mass rectifier system. Lastly, we develop a dynamic model for 

batoid swimming featuring a 6 degree-of-freedom main body (position and orientation), 

with independent wing deformation (described as the motion of many discrete points in the 

body-fixed coordinate frame), and calculate various gaits. Multiple wing shapes and opti-

mality criteria are considered, such as the maximum thrust to deflection ratio or minimum 

input power, and the resulting gaits are compared. 
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Chapter 1 

Introduction 

1.1 Overview 

Currently, there are a number of situations in which existing machines for transportation, 

from wheeled terrestrial vehicles to airplanes and submarines, are poorly suited for various 

reasons. Most importantly, they lack the ability to adapt to rough or varying terrain to main­

tain a forward velocity, and lack the agility to maneuver in confined terrain. A potential 

solution to the problem is the design of robotic systems utilizing various forms of animal 

locomotion. For instance, undulatory locomotion of slender animals (e.g., snake crawling, 

leech swimming) seems especially well suited for adapting to various terrains, while flap­

ping locomotion of winged animals achieves agility. In the case of underwater vehicles, 

the winged propulsion of manta rays seems particularly advantageous, possessing an ag­

ile, silent, efficient locomotion while possessing a large central body cavity which seems 

particularly well suited for the transportation of a payload. In addition, the mechanisms 

of animal locomotion may provide a framework for designing a robotic locomotor capable 

of robustly maintaining velocity under an optimal condition with respect to a given crite­

rion such as power efficiency, adaptively changing propulsion strategy as the surrounding 

environment changes. 
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Animal locomotion may be viewed as a process of mechanical rectification [1,2] in 

which a periodic body motion is converted to sustained thrust force through dynamic inter­

actions with the environment. A specific motion pattern (or "gait") is chosen by each ani­

mal, depending upon the given environment, desired locomotion speed and range, disability 

conditions on the body (such as under-actuation), and other factors [3-6]. A fundamental 

problem in designing robotic locomotors, as well as in understanding animal locomotion 

mechanisms, is to determine a gait for the given mechanical system that optimizes a quan­

tity representing the cost and/or performance (such as input energy), while maintaining a 

desired velocity. 

This dissertation includes previously published papers on this topic. Conference papers 

have appeared in [7,8], where optimal gaits were sought over the set of harmonic signals 

and solutions were given without details of proofs. The journal paper in [9] extends these 

previous results to the case of general periodic signals and provides complete proofs with 

derivations of the general rectifier equations. Conference paper [10] discusses the deriva­

tion of a flapping-wing rectifier and the associated optimal gaits. 

1.2 Relation to the current state of knowledge 

1.2.1 Optimality of animal locomotion 

Early biological studies focus on the energetic cost of locomotion for specific animals. For 

example, Hoyt and Taylor, based on the observation that horses naturally choose to trot at 

low speeds and gallop at high speeds, examine in [3] the metabolic energy cost (defined 

as O2 consumption per kilogram-meter) as locomotion speed is varied. They find that for 

each gait type (i.e. walking, trotting, and galloping), horses naturally choose to run at a 

narrow band of speeds located around the associated local minima for metabolic energy 

cost. Likewise, Pennycuick shows in [11] that the gnu and other animals also possess 

similar attributes. These findings are not surprising, as the cost of locomotion for various 
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animals can be a large part of their daily energetic needs [12]. This is shown for many 

terrestrial mammals in studies by Garland [13], Girard [14], and Corp et al. [15]. Likewise, 

Christian et al. [16] and Drent et al. [17] show this for lizards, and Ginneken et al. [18] 

shows this for eels during long-distance migration. 

Biologists have also widely hypothesized that gait transitions occur to maintain a min­

imum metabolic cost as locomotion speed is varied (an energetic trigger for gait transi­

tion) [19]. Examples of this hypothesis can be found in [3,20-25]. Other studies dispute 

this hypothesis, finding that there are mechanical triggers which cause gait transition. Far­

ley and Taylor show in [26] that horses change gaits when musculoskeletal forces reach 

a critical level. Hreljac shows in [19] that the gait transition during human locomotion 

is also not an energy saving mechanism. Additionally, he shows in [27] that human gait 

selection is subject to kinematic factors such as maximum ankle angular velocity. More 

recently, there have been additional studies examining more abstract triggers. For example, 

Kram et al. show in [28] that the walk-run transition in humans is triggered by the dynam­

ics of an inverted-pendulum system, occurring at a nearly constant Froude number, while 

Diedrich and Warren, Jr. show in [4] that gait transitions behave like non-equilibrium phase 

transitions between attractors which occur near the energy separatrix. 

These biological studies show that many animals possess a combination of body design, 

gait choice, and locomotion speed that possess a large degree of optimality with respect to 

energy cost of locomotion, subject to various constraints that are assumed to limit structural 

wear and damage. Such animals would therefore be appropriate for the design of efficient 

robotic vehicles based on animal locomotion mechanisms. 

1.2.2 Biologically inspired locomotors 

Engineers have been attempting to develop legged walking robots for over 40 years in 

order to design vehicles that can move easily over rough, irregular, inaccessible, or dan­

gerous terrain [29,30]. Delcomyn provides in [30] a thorough summary of insect-based 
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walking robots that have been designed toward this goal. Some early designs were simple 

robots with single-segment legs with limited movements [31,32]. More recently, robots 

have been developed with legs more closely matching the leg structure of real insects to 

utilize the advantages such structures may have for traversing difficult terrain, such as stick 

insects [33,34] and cockroaches [35,36]. An excellent example of an insect-based robot 

overcoming difficult terrain is the eight-legged robot named Dante II, which was success­

fully used to explore an active volcano [37]. 

Similarly, various robots mimicking marine animals have been designed for the aquatic 

environment with the goal of improving performance parameters such as propulsive ef­

ficiency, maneuverability, and stationary stability in the presence of large perturbations 

[38,39]. Yu et al. provide in [39] the design, construction, and control issues of a robotic 

dolphin that has the potential to achieve many of these goals, as well as a list of other suc­

cessful biomimetic robots including well known robots based on fish from MIT (RoboTuna 

and RoboPike), Draper Laboratory (VCUUV), and Mitsubishi [40-42], lamprey robots 

[43], the robotic Blackbass [44], a two-joint dolphin robot [45], and link-based robotic 

fish [46]. Additionally, the design of micro-scale swimming robots is of interest due to 

such demands as the maintenance of factory pipelines and delicate internal surgical opera­

tions and diagnosis, and to advances in the precise process technology needed for fabrica­

tion [47]. Guo et al. describe in [47] an underwater fish-like micro robot utilizing an ionic 

conducting polymer film for the actuator. He also provides a list of several existing fish-like 

micro robots using other materials such as shape memory alloy (SMA) actuators, GMA ac­

tuators, piezoelectric (PZT) actuators, and polymer actuators, with each design boasting 

unique advantages and disadvantages [48-53]. Thus, a large array of robotic locomotors 

have been designed and built, with each demonstrating varying advantages over the current 

wheeled, screwed, and jet-engine vehicles. 
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1.2.3 Locomotor models 

Dynamical models are important for understanding biological mechanisms as well as for 

fine tuning the robotic locomotor design. In the design of the biologically inspired locomo­

tors in the previous section and the optimal gaits for robotic locomotors in the following 

section, many different models are developed for each unique system. Among the many 

complexities, assumptions, and simplifications included in the various models are numer­

ous nonlinearities (from such sources as fluid dynamic models, friction models, and mate­

rial properties, just to name a few), non-slip contacts or other non-holonomic constraints, 

or planar assumptions. 

The general principles underlying animal locomotion have been compiled in various 

reviews [54,55], illustrating important principles such as common structural properties, 

gait characteristics, control systems, and the generation of thrust through reaction forces 

produced by interaction of an animal's body with the environment. The proposed research 

will encapsulate such principles in a general, three dimensional, unified model for locomo­

tion of animal systems which produce thrust through periodic motion in the presence of a 

surrounding environment, such as swimming fish, crawling snakes, or flying birds. 

1.2.4 Optimal gaits for robotic locomotors 

Optimal gaits have been investigated in the literature on robotic locomotors. One approach 

is based on biological inspirations, wherein a particular gait, observed in animal locomo­

tion, is parameterized and examined for optimality with respect to a cost function. Opti­

mizations are typically performed via gridding of the parameter space and numerical sim­

ulations. This type of approach has been taken to search for optimal gaits for robots that 

mimic human walking [56], snake crawling [57], and anguilliform swimming [58]. Meth­

ods such as these might obtain an optimal parameter set within the particular gait examined, 

but may miss globally optimal gaits that differ from what is observed in biology. 

Other approaches to find optimal gaits are based on some standard formulations of 
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optimal control problems and various combinations of existing optimization methods. A 

popular method is to expand the signals over a finite set of basis functions, reducing the 

problem to a parametric optimization. Reference [59] used this method to find an opti­

mal gait for eel swimming, where the necessary condition for optimality was solved using 

Newton iteration. This method is also used for biped walking with the aid of sequential 

quadratic programming [60,61]. Another well known method is to apply the calculus of 

variations to reduce the optimization to a two-point boundary-value problem. This method 

has been used by [62] for nonholonomic locomotion systems, by [63] for a seven-link biped 

robot, and by [64] for shape actuated locomotion systems. While it would be ideal to have 

global solutions to general optimal control problems, most, if not all, of the currently avail­

able methods guarantee local optimality at best. This means that the solution depends on 

the initial condition of the numerical search in general, and hence can be far from the global 

optimum. 

In this dissertation, we take a different approach, focusing on systems which are in 

continual contact with the environment (including swimming and slithering, but excluding 

walking). Instead of searching for locally optimal gaits for a fully nonlinear model of 

a locomotor system, we will first simplify the model through techniques such as Taylor 

series and describing function, and then develop a method for finding globally optimal 

gaits. In this way, potential sub optimality is not hidden behind the numerical optimization 

procedure, but is explicit in the problem formulation. The optimal gait for the simplified 

model could then be used as an initial condition in a local optimization for the original 

model. Thus, our method can be viewed as a complement to, rather than a replacement 

of, existing local optimization methods. The process to compute our solution is extremely 

fast and numerically stable. Hence, it can be applied to hyper-redundant rectifier systems 

with many degrees of freedom. Another advantage is that an optimal gait is found within 

those achievable by the given set of actuators. This feature is especially important for under 

actuated systems that have less actuators than the number of shape variables because not 
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all gaits are achievable by a small number of actuators. In summary, most existing methods 

are local and/or rely on numerical iterative searches and hence their solutions can be far 

from optimum. 

1.2.5 Application of batoids to underwater vehicles 

Batoids seem particularly well suited for the design of underwater vehicles, based on many 

factors. First, the general shape of rays, with a relatively large central body cavity, mostly 

stationary between the undulating propulsive wings, seems particularly well suited for the 

classic localized design often seen in existing vehicles. Second, the wide variety of batoid 

sizes provide options for many desired purposes, from small Atlantic ray based vehicles 

for investigating tiny crevices to very large Manta ray based vehicles for carrying large 

payloads. Manta rays in particular are expected to be very efficient for locomotion, due to 

their large size. This is based on two arguments, the first of which being research that shows 

that larger animals have greater metabolic efficiency than smaller animals (both at rest and 

during locomotion) [65]. The second argument is based on the explanation by Heine [66] 

that flapping rays such as the manta are extremely active, spending their time constantly 

swimming and regularly undergoing long migrations. Such active behavior suggests that 

their structure is well optimized for efficient swimming. 

1.2.6 Biology of batoids and related modeling research 

A detailed paper by Schaefer and Summers [67] shows that the skeletal structure of a ba-

toid's wing is related to the type of swimming that a ray uses. Additionally, Rosenberger 

explains in [68] that the various types of pectoral fin based locomotion in batoids has been 

divided traditionally into two categories: undulation, termed "rajiform" locomotion [69], 

and oscillation, termed "mobuliform" locomotion [70]. Undulation is defined by having 

a wave number greater than 1.0 along the fin during swimming. Oscillation is similar to 

flapping in birds, possessing a wave number of less than 0.5 along the fin, and is the mode 
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of locomotion employed by manta rays. Rays that swim by undulation are generally seden­

tary and possess wing spans roughly less than or equal to their body length, while rays that 

swim by oscillation are very active, with wing spans larger than their body length [66]. 

To gather enough data to create an accurate model for batoid swimming, multiple stud­

ies of various species are considered and appropriate parameters are determined. The need 

for varied data is due to the rarity of existing biological studies of rays, in addition to 

the tendency of such studies to focus on many biological and behavioral aspects that are 

not clearly useful for the design of batoid based underwater vehicles. A recent thesis by 

Forch [71] provides a summary of the sparse research on manta rays, explaining that the 

rarity is a result of the difficulty to keep mantas in captivity due to their large size, while 

controlled studies are also difficult to perform in the wild. References used to establish 

suitable model parameters for his model include [66,72-78]. In his thesis, Forch creates a 

simple model of a manta ray with many simplifying assumptions, such as symmetric wings, 

a body constrained to move only in the forward direction, and a wing consisting of point 

masses constrained to only move up and down relative to the body. This dissertation devel­

ops a more realistic model of batiod swimming, with a full 6 degree-of-freedom body with 

independent wings, which more closely agrees with actual batoids. Additionally, we focus 

on smaller ray species with more readily available data, which are currently being investi­

gated by Fish [79] and Russo [80]. Similar to this dissertation, Russo is attempting to de­

termine the relationship between wing structure and observed biological gait. His approach 

is closer to an inverse optimal control problem, where the objective is determined given the 

optimal gait and mechanical system, by performing a numerical perturbation analysis of 

the wing structure while imposing the observed gait and measuring various quantities of 

interest (such as wing tissue strain), while this dissertation follows the traditional optimal 

control framework: Given the system and objective function, determine the optimal gait. 
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1.3 Objectives 

This dissertation establishes a new framework for control theory that enables efficient lo­

comotion of robotic systems and gains a deeper understanding of biological locomotion 

mechanisms. Specifically, we develop a systematic method for determining optimal gaits 

for a general class of locomotor systems, and uncover design principles underlying effi­

cient swimming of batoid fish (rays). We first define a general class of mechanical rectifiers 

which capture the essential dynamics of animal locomotion, develop equations of motion, 

and then approximate the system by assuming small perturbations around a nominal pos­

ture. It turns out that a linear approximation fails to capture the rectifying dynamics; the 

simplest model should contain a bilinear term of the shape variables and their derivatives. 

We then formulate an optimal gait problem for the bilinear rectifier model, where a 

quadratic cost function is minimized over the set of periodic body movements achievable 

by control inputs, subject to an equality constraint on the average locomotion velocity. The 

problem belongs to the class of infinite dimensional nonconvex problems that are extremely 

difficult in general. However, our result reveals that a globally optimal gait is purely sinu­

soidal, and can be found by calculating the generalized eigenvalues of a pair of Hermitian 

matrices and by sweeping over the frequency. We verify the optimization process through 

case studies of multilink locomotors, which is a mechanical rectifier formed as a chain of 

multiple finks subject to environmental forces with directional preference. We demonstrate 

that natural gaits similar to those observed in animal locomotion can be found, without 

any a priori assumptions, through minimization of such cost functions as input power, rate 

of shape change, and torque derivative. In particular, undulatory gaits similar to snake 

crawling or leech/lamprey swimming are found to be optimal if the nominal posture is 

straight, while flapping gaits observed in jellyfish-like animals are optimal if the nominal 

posture is curved. We also examine the effects of approximations employed in the prob­

lem formulation through simulations of the bilinear and fully-nonlinear rectifier equations. 

Additionally, we consider a disk-mass system that captures the rectifying dynamics in the 
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simplest manner. Analytical expressions of optimal gaits are obtained for this simple case, 

and are used to make some general observations through analogy to more complex recti­

fiers, suggesting how system parameters affect the gait. 

Finally, we examine bird or fish-like systems which are in constant contact with the 

surrounding environment and locomote primarily through the periodic motion of wings (or 

fins), which we call "flapping-wing" rectifiers. We assume a simple point mass model for 

the wing geometry, and allow independent wing motion and body translation and rotation, 

and examine the effects of various wing shapes and optimality criteria on gait selection. 

We show that the bilinear thrust term has a strong influence on gait selection by compar­

ing the basic efficient gait (which maximizes the ratio of the thrust to wing deflection) 

with other optimal gait results through gait snapshot, amplitude, and phase plots. We find 

that a long, high-aspect-ratio wing results in an oscillatory (flapping) gait while a short, 

low-aspect-ratio wing results in an undulatory gait. We observe both symmetric and anti­

symmetric optimal gaits, depending on a combination of objective function, frequency, and 

wing shape, through the excitation of various natural modes. We find that the minimum 

curvature and minimum power gaits are most similar to the observed biological gaits, pos­

sessing similar tip amplitudes and oscillation frequencies, however with lower phase lags, 

resulting in generally more oscillatory shapes. 

1.4 Notation 

The sets of n by m real and complex matrices are denoted by R™xm and Cnxm, respectively, 

where the dimensional notation is omitted if m = 1 or n = m = 1. The set of positive 

real numbers is R+. The set of positive integers is denoted by Z, and its subset up to k by 

Zfc. Let Zoo := Z U {oo}. For matrices Mi with i e Z j , the matrix obtained by stacking 

them in a column is denoted by col(Mi,. . . , Mk), and we use diag(Mi, . . . , Mk) if they are 

stacked on the diagonal. When the argument is a single vector v, diag(v) is the diagonal 
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matrix whose ith diagonal entry is V{. For a complex matrix M, its transpose, complex 

conjugate transpose, and real part are denoted by MT, M*, and 5ft[M], respectively. For a 

generic function F(x) and h G 'Loo, define 

Fh(x) := diag(F(x), F(2x),..., F{hx)). 

If F is a constant matrix, Fh is the block diagonal matrix having F repeated h times on 

the diagonal. For a differentiable mapping / : M" —> Rm of variable x € R™, its partial 

derivative df/dx is the n x m matrix with (i, j ) entry dfj/dxi. 

The set of all T-periodic, unbiased, continuously differentiable, possibly vector-valued 

functions is denoted by FT. For h G Z, the finite dimensional subspace of P r spanned by 

harmonics up to the hth order is denoted by P£. For consistency, we also define P^ := FT. 

The phasor x of x G P^ with /i G Z ^ is defined by the coefficients of the complex Fourier 

series as follows: 

h 

x{t) = Y^ & [%kejoJkt] , x := col(xi, x2,...,xh), 
fc=i 

where u := 2n/T, and x^ is called the kth phasor of x. Let I I be the set of transfer 

functions n(s) of the form Il(s) = F(—s)J^F(s), where \& is a constant Hermitian matrix 

and F(s) is a linear combination of stable (proper) transfer functions and differentiators. If 

an input fi G Pr is applied to F(s), the output is given by y + y where y is the steady state 

response that is T-periodic, and y is the transient response that eventually dies out. With a 

slight abuse of notation, we denote the T-periodic signal yJi&y by /JJII/I. This notation is 

motivated by the fact (see Lemma 6 in Appendix 6.1) that the average value of yJ^fy over 

a cycle is given by p,*Tl(ju})p,/2 when \i is sinusoidal (i.e. [i G P^). 
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Chapter 2 

General Framework for Animal 

Locomotion 

2.1 Mechanical rectifier systems 

Consider a multi-body mechanical system placed in an environment of up to three spatial 

dimensions. The bodies are rigid, and are connected to each other through rigid or flexible 

mechanisms (e.g., rotational joints as in manipulator arms [81], and flexible wires as in 

tensegrity structures [82,83]). The system is equipped with actuators, each of which gener­

ates a local input force that acts between bodies, and produces no global thrust with respect 

to the environment. For example, motors may drive joints and linear actuators may push 

and pull links relative to one another, but there are no jet engines. The motion of the bodies 

produce interactive forces and torques from the environment, and when periodic motion 

can result in a net thrust due to those interactive forces, we call the system a mechanical 

rectifier [84,85]. 

We restrict our attention to systems that continually interact with the environment. This 

excludes systems such as walking robots but still includes a wide range of other animal 

locomotions, such as swimming, crawling (as in snakes), and flying. The multilink robot 
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inspired by swimming frogs, depicted in Fig. 2.1, is one such example. 

Figure 2.1: Multilink swimming system 

The following sections first develop equations of motion for a general class of mechani­

cal rectifiers in up to three spatial dimensions, then derive an approximate quadratic system 

that captures and reveals the mechanism of rectification. 

2.1.1 General equations of motion 

To derive the equations of motion for a general multibody rectifier system, we begin with 

the well known Euler-Lagrange equation: 

±fdL\_9L_, 
dt \dq J dq 

where q(t) £ E n are the generalized coordinates, ip(t) G W1 are the generalized forces, 

and L(q, q) := T — V e R is the difference between the kinetic energy T(q, q) and the 

potential energy V{q). The generalized force ip is defined by 

5W = (5q)TiP, (2.2) 

where SW is the virtual work done by external forces and torques, and 5q is the virtual 

displacement in generalized coordinates. Let us split the generalized coordinates q into 
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two parts: 

w 

where w(t) e MP is the global position vector for the center of mass of the system relative 

to the environment (the spatial dimension is p = 1, 2, or 3), and 9(t) € M.n contains the 

variables specifying the local shape and global orientation of the bodies. It is assumed that 

the kinetic energy T and potential energy V are given by 

T = 1 (e7J(9)9 + mwTw) , V = E{9) + mgJw, 

where J(9) is the inertia matrix, m is the total mass of the system, E{9) is the elastic 

energy stored in the system, and g is the net gravity (buoyancy) vector. We consider the 

case where the generalized force consists of environmental forces, actuator inputs, and 

dissipative effects such as joint frictions. 

Assembling all the generalized forces (details will be given in the next section) and 

exploiting the structures of the kinetic and potential energies, the equations of motion for 

general rectifier systems are given by the following form: 

.7(0)0 + C(0,0)0 + k{9) + d(0,0) 

+R(e)r~f{R(9)9 + N(9)w) = B(6)u, (2.3) 

mw + mg + N{9f^(R{9)e + N{9)w) = 0, 

where the terms J'{9)9 + C(9,9)9 and mid are the inertial torques and forces, k(9) + d(9,9) 

are the torques due to body stiffness and damping, u(t) G Re is the applied input, the terms 

involving 7 capture the effect of environmental forces, and 

(dJ{9)d\ 1 (dJ{9)9\ dE{9) 
c ( M ) : = ( ^ r ) -2{-ir • *<*>=- 09 
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The quantity R(9)9+N(9)w is the vector of link velocities in the body coordinates, relative 

to the environment. The function 7 : M.a —> ECT is a possibly nonlinear mapping that 

generates the forces and torques resulting from the relative motion. Typically, 7 satisfies 

the sector condition y ^ > 0 for each entry of the input/output pair y = 7(2;). We see 

from (2.3) that the applied input u changes the shape and orientation 9, which in turn drives 

the global position w through interactions with the environment. In particular, a periodic 

motion 9, generated by a periodic input u via the first equation, can be rectified through the 

second equation to result in a "locomotion" with velocity w. 

2.1.2 Derivation of the generalized force 

We now provide a detailed derivation of the generalized force ip that leads to terms in 

(2.3). Specifically, we will derive the three terms in ip = ipe + ipa + ipd where tpe is the 

environmental force, ipa is the actuator force, and ipa is the dissipative force, respectively. 

In the development, "forces" are meant to include both linear forces and rotational torques, 

and similar generalizations apply to "displacements," "velocities," and "coordinates." 

Environmental forces 

We assume that the effect of the environmental forces on the system can be approximately 

represented by forces acting on a finite number of points on the bodies. Let r be a vector 

indicating the Cartesian coordinates of such points, and / be the corresponding vector of 

forces acting on them. The velocity of the points relative to the environment, r, can be ex­

pressed as Q(9)r in the body coordinates, where tt(9) is the rotation matrix that transforms 

a vector from the inertial frame to the body frame. Assume that the environmental force 

is a (possibly nonlinear) function of the relative velocity and is given by —^(Q(9)f) in the 

body frame. Transforming it back to the inertial frame, the environmental force is given by 

/ = -f2(0)T
7(O(0)f). (2.4) 
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Note that the Cartesian coordinates r are linear in w. In fact, it would have the form 

r(q) = p(w) + e(8) for some functions p and e where the former is linear. We then have 

'-''i)T'+(£y* 
where the coefficient of w is constant. The virtual work done by the environmental force is 

SWe = (5r)Jf = (5q)Tipe, from which we obtain the corresponding generalized force 

, dr R(ey 

N(ey 
-y(R(9)e + N(9)w), 

where 

m ••= «(«) (% NW:=m(0. 

Actuator forces 

Let (pi be the displacement of the «* actuator, e.g., the joint angle driven by a rotary motor 

or displacement of a linear motor, and let Ui be the force or torque generated. Define (ft &W.e 

and u € Re by stacking 0« and ttj in columns where £ is the number of actuators. Suppose 

that >̂ is a differentiable function of 9, and is independent of w due to the assumption that 

all actuators are local, only generating forces/torques between bodies. The virtual work 

done by the actuators is 

swa = (6<t>yu = (sey^u. 

Hence, from (2.2), the generalized forces due to the actuators are given by 

A = 
B(9)u 

0 
B{8) := 

50 
88' 
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Note that B{9) is a constant matrix if 0 is a linear function of 9, which is the case when, 

e.g., 9 contains all the joint angles and <j> consists of those actuated. The matrix B{6) 

depends on 9 in general, as is the case if a body is driven by a linear actuator attached to 

another body, similar to skeletal muscles. 

Dissipative forces 

Let <p be the vector of relative displacements of two bodies between which dissipative 

forces like frictions exist. The variable <f is a function of 9, but not w, for the dissipation 

effect due to the interactions with the environment is captured within the environmental 

force. Let us assume that the dissipative forces experienced through displacement ip is a 

differentiable function of ip, denoted by —fJ,(f). Typically, the function \i is a diagonal 

mapping such that each diagonal entry satisfies the sector condition fii(<fi)(pi > 0. The 

virtual work done by the dissipative forces is 

5wd = - (MW) = -W%* ((%)^) ' 

from which we obtain the associated generalized forces 

-d(9,9) 

0 **=-i"((i)T* 
If ii represents linear (viscous) damping, then the generalized forces have the form d(9,9) = 

D{9)9 for some positive (semi)definite matrix D{9). If f is a linear function of 9 (e.g. joint 

angles), then d(9,9) becomes independent of 9. 



www.manaraa.com

20 

2.2 Mechanisms underlying thrust generation 

To gain insight into the locomotion mechanism of rectifier systems, we attempt to analyze 

the behavior of the rectifier (2.3) through the simplest approximate model that captures the 

essential dynamics of rectification. This section develops such a simple model and reveals 

the mechanism underlying rectification of periodic body motion 6 to yield global velocity 

w. In the rest of this dissertation, we consider for simplicity the case where the effect of 

the gravity potential can be neglected (swimming of a neutrally buoyant system, crawling 

on the horizontal plane, etc.), and set g = 0 in (2.3). 

2.2.1 Nominal posture and approximation 

Many biological systems are observed to take a particular posture for relaxed cruising be­

tween active locomotion phases. For instance, a fish cruises with a straight body posture, 

while a ray cruises with a posture resembling a fixed-wing aircraft. Motivated by these 

cruising postures, we introduce the notion of a nominal posture. A posture of the rectifier 

specified by the shape and orientation 6{t) = r\ € W1 is said to be nominal at velocity 

w(t) =v0eRp if 

R(vY'y(N(r))vo) + k(ri)=0, 

S : = i V ^ M A T ^ K ) e V, 

where V is the straight line in MP that is parallel to v0 and passes through the origin, indicat­

ing the direction of locomotion. Condition (2.5) means that if the rectifier takes a nominal 

posture rj at velocity v0 and receives a (fictitious) external force in the direction of v0 to bal­

ance out the environmental drag 5, then the locomotion velocity and body shape/orientation 

are simultaneously maintained, i.e., w(t) = v0 and 6{t) = rj, in the absence of any actuating 

input u. Certain periodic body motion 6 about a nominal posture rj, generated by actuator 

input u, is expected to produce the necessary thrust for the system that balances out the 

drag and maintains locomotion at the average velocity v0. Throughout the dissertation, we 
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choose the global coordinate frame so that its first axis is aligned with V, that is, v0 = vei 

for some v e R where e% G W is the vector whose ith entry is one and the others are zero. 

We now consider a periodic body motion 0(t) about a nominal posture r\ at velocity v0, 

and assume that small oscillation of #(£) := 9(t) — r\ maintains the locomotion velocity 

w(t) near v0. To simplify the equations of motion in (2.3), we first linearize the environ­

mental force function 7 using the Taylor series (slope at a nominal operating point) or the 

describing function (average slope in the operating region) [86]. While such approximation 

could introduce a potentially large error in general, qualitative characteristics of the envi­

ronmental forces, that are important for shaping the gait, may be captured. For instance, 

anisotropy of normal and tangential forces, which is known to be essential for undulatory 

locomotion [57,87,88], can be well captured by linear models [57,89]. For further simpli­

fication, the nonlinear equations of motion in (2.3) may be linearized by expanding each 

expression into its Taylor series in terms of $, and keeping up to the first order terms. How­

ever, as shown shortly, the essential dynamics for rectification turns out to be embedded in 

the second or higher order terms in the second equation of (2.3), and hence the linearized 

model fails to capture the locomotion dynamics. For this reason, we choose to linearize the 

first equation in terms of •& but keep up to the second order terms in the second equation. 

In particular, we make the following approximations: 

R(ey 

N(0)T 

J(9) * J(V) =: J, B(9) * B(rj) =: B, 

k{0) ^ k{rf) + K#, d{9,9) ^ D2#, 

where J, D\, D2, K, and B are constant matrices,1 A{d) is affine in •#, and Q(&) is 

quadratic in d. Hence, assuming that &(t) and its derivatives are small, and that w(t) = v0, 

'With a slight abuse of notation, we use symbol J to denote the nominal value of J (9), and similarly for 
B. 

7(R(9)9 + N(9)w)^ 
w 
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the general equations of motion in (2.3) are approximated by 

Jd + Dti + K# + L0S)v = Bu, 
(2.6) 

mv + A^yti + Q{$)v = 0, 

where D := D\ + D2, L(fl) := A{d) - A(0), and v(t) := w(t) is the velocity of the center 

of mass. We shall call the system (2.6) a bilinear rectifier since the essential mechanism for 

thrust generation is captured by the bilinear term A($y$ as explained in the next section. 

2.2.2 Bilinear mechanism for rectification 

The dynamics of rectification is transparent in the simplified equations of motion (2.6). In 

particular, the second equation shows that a periodic body movement $(£) leads to the thrust 

—A^yti and drag Q($)v. The difference between the two gives the acceleration term mv, 

and the thrust and drag should balance on average during the steady state locomotion. A 

close look at the thrust term reveals that the essential dynamics of rectification is captured 

by the skew-symmetric part of the linear coefficient matrix in A(&). To explain this, let 

us consider the simple case where the direction of locomotion is fixed (p = 1) and define 

A G Kn x n by A(&) = A# + A(0). Then the average thrust a over a cycle of periodic 

motion is given by 

rT • rT • A - AT 

a=- A(d)J$dt = - tfSddt, S := — - — , (2.7) 
Jo Jo 2 

where T is the period of d{t), and we noted that the integral of fiPfi over a cycle is zero 

for any periodic signal d and for an arbitrary symmetric matrix P. We now see that the 

periodic motion #(£) is rectified through the bilinear mechanism dJSd in (2.7) to generate 

the thrust. This observation motivates us to call (2.6) the bilinear rectifier. It should be 

emphasized that, if the original equations of motion (2.3) are linearized in terms of d, then 

we have A = 0 and the resulting approximation fails to capture the thrust essential for 
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locomotion. 

The bilinear mechanism in (2.7) is a generalization of the rectifying dynamics studied 

by Brockett [2,90], where ^Stf takes the form $!#2 — #2$i> representing a canonical 

dynamics for rectification. The basic mechanism for gait selection is embedded in the 

eigenvectors of S. It has been shown [85] that the eigenvector d0 of jS associated with the 

maximum eigenvalue A0 gives the basic gait, which maximizes the thrust to amplitude ratio 

at a given cycle frequency u>: 

£(-i)TS$)dt jurt'Sfi . 
max m = max x = uX0, (2.8) 
*€PT /o I W d * *eCn IHi2 

where T := 2-K/U and the maximum is attained at d = -&0 or t?(t) = 3?[^0e
JU,t]. The 

resulting gait d(t) turns out to be a circle on the (#i, $2) plane for Brockett's canonical 

rectifier, and a body undulation with traveling waves for a robotic snake [57]. Optimality 

criteria for gait selection would also include other factors such as energy consumption and 

amplitudes of control inputs and motion variables. The optimal gaits with respect to such 

criteria turn out to be variations of the basic gait embedded in the bilinear rectification 

mechanism. 
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Chapter 3 

Optimal Gait Problem 

3.1 Optimal locomotion of the bilinear rectifier 

In this section, we first formulate an optimal locomotion problem to find a gait (periodic 

$) that minimizes a quadratic cost function for the mechanical rectifier. The problem is 

difficult, so we reformulate it for tractability using the standard averaging technique, and 

finally give a globally optimal solution to the modified problem. The optimal gait theory 

will be developed for the bilinear rectifier (2.6), but the result will be validated later for the 

original fully nonlinear system (2.3) through numerical simulations. 

3.1.1 Problem formulation 

Consider the mechanical rectifier (2.6) with nominal posture rj at locomotion velocity v0. 

We would like to find an optimal gait $(t) (and the control input u{t) achieving the gait) 

that minimizes a quadratic cost function subject to the constraint that the average velocity 

of locomotion is v0. The problem can be formulated as the following optimization over the 
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set of T-periodic signals PT : 

mm 
TeR+ 

v,tf,ue PT 

ft: 
subject to 

*/t 

r -| 

d 

U 

l-T 

T 

n 

r -1 

0 

•u 
L J 

dt 
(3.1) 

V(it = Vn 

where u, •§, and v are signals satisfying (2.6), and n(s) G l l i s a given transfer function. 

Without loss of generality, we assume that the locomotion is along the :z-axis with speed 

v G R, so that v0 = vt\. 

The objective function is quadratic in # and u, and through the choice of H(s), deriva­

tives of $ and u may also be captured, representing many physical quantities. Table 3.1 pro­

vides a short list of such quantities and their associated weighting function Yl{ju), where 

(p :— W-d is the vector of shape variables (e.g. joint angles) specified by a constant matrix 

W. The average value over one period is taken for input power, and mean-square values 

for the other quantities. The cost function can be made to include multiple objectives by 

taking a weighted sum of these (and other) quantities. 

Table 3.1: Objective functions s 
Quantity 

Perturbation from r\ 

Shape Magnitude 

Shape Derivative 

Input Torque 

Input Torque Rate 

Input Power 

Objective Integral 

Uo\\n2dt 

TJoM2dt 

i fi \m2dt 

*/oTINI2* 

£JoTNI2^ 

i J0
T FBudt 

jecifie :dbyn 
n(jw) 

i 
2 

/ 0 
0 0 

WJW 0 
0 0 

J2W1W ( 
0 ( 
0 0 
0 I 

0 0 
0 u?I 

) 

) 

0 -juB 
iuB1 0 

For the quadratic cost function with an arbitrary weighting no , the solution to problem 

(3.1) may generate a gait with a large amplitude oscillation of •&, violating the small am-
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plitude assumption imposed to derive the quadratic equations of motion in (2.6). Such gait 

may not be appropriate for the original equations of motion (2.3). To remedy this situation, 

one can penalize the amplitude of -d by setting 

n = (i-/?)na + /?n0, (3.2) 

where n a corresponds to the first entry in Table 3.1, and j3 is a weighting parameter satis­

fying 0 < /3 < 1. When IIa and n o define competing objectives, the amplitude of optimal 

# would be a nondecreasing function of (3. The largest value of (3 can thus be found so as 

to satisfy a hard constraint on the amplitude of $, if desired. This type of Pareto-optimal 

approach has been used for multiobjective H2 control with a proof of convergence [91]. 

3.1.2 Tractable reformulation 

Let us now reformulate the problem in (3.1) for tractability by simplifying the constraints 

through the averaging technique. If v(t) = v0 = vei, it follows from averaging the second 

equation in (2.6) over a cycle that 

/ ((at + $JQl'd)v + $TAMt) = 0 (3.3) 

holds approximately for i G Zp, where at,Qt, and At are the constants specified by 

L(0)e, = A.0, e]Q{d)e1 = at + b\ti + dTQt#. 

Conversely, if (3.3) holds, then v(t) = v0 satisfies the second equation in (2.6) on average. 

Therefore, it appears reasonable to replace the velocity constraint in (3.1) and the second 



www.manaraa.com

27 

equation in (2.6) by the p equations in (3.3). Finally, let us define the following problem: 

mm 
TeK+ ft: 

•d 

u 

T 

n •& 

u 
dt subject to 

/ ({ax + tfTQi#)v + i?TAi#) dt = 0, 

Jd + Dd + (K + vAi)tf = Bu 

(3.4) 

where the constraint (3.3) is imposed only for i = 1. We expect that a solution to this 

problem will automatically satisfy the remaining omitted acceleration constraints, i.e., (3.3) 

for i = 2 , . . . , p, on the grounds that acceleration in a direction normal to V would require 

a larger value of the objective function and would hence be eliminated. This is also what 

we have observed in all of our numerical studies. 

The omission of constraints (3.3) for i — 2 , . . . , p can be rigorously justified for certain 

practical cases. Recall that most animals have a body symmetric about an axis (or a plane), 

and the direction of locomotion is often chosen to be aligned with the axis of symmetry. 

A robotic locomotor may be designed to have this property. In this case, feasible gaits 

may be restricted to be symmetric about the V line, at the expense of potential increase in 

the cost function value. A benefit is that the symmetry can be exploited to make the gait 

optimization simpler. A symmetric gait would automatically lead to locomotion along the 

V line due to the balance of forces. The equations of motion (2.6) can then be given in 

terms of a reduced number of independent variables with only one degree of freedom in v, 

i.e., p=\. For an example, the locomotor in Fig. 2.1 could be reduced to the system shown 

in Fig. 3.1, assuming that the arm and leg movements are symmetric about the dashed line. 

The reduction in the size of the optimization problem (the dimensions of # and u) would 

generally lead to more efficient and reliable computation. 



www.manaraa.com

28 

"L- S-

Figure 3.1: Exploiting symmetry of the frog-like multilink system 

3.1.3 Globally optimal solution 

This section presents an exact solution to the problem in (3.4). We first consider a finite 

dimensional approximation of the problem where the underlying space of periodic signals 

P T in (3.4) is replaced by the subspace P^ spanned by the first h harmonics of the Fourier 

series expansion for a given h € Z. The following lemma reduces this modified problem 

to a constrained quadratic optimization. 

Lemma 1 Let h 6 TLbe given, and consider the problem obtained by replacing FT by FT 

in (3.4). Define 

P(u) PUS) 
X(u) := \ ntfo;) 

I I 

Y(u;) := P(uO* {S(u>) - vQx) P(a;)/(2a1v), (3-5) 

S(u):=jcj(A1-A\)/21 

P{u) := (vAi +K + juD - to2J)-XB. 

Then the problem is equivalent to 

min {u*Xh(u)u: U*YH(UJ)U = 1 }. (3.6) 

In particular, a solution (to, u) to (3.6) gives an optimizer 

u(t) = J2® [ukeJ"H] , u = col(wi, ...,uh) 
fc=i 

for the original problem (3.4). 
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Proof Let fik and uk be the kth phasors of periodic signals #(£) and u(t), respectively. 

Using Lemma 6 in Appendix 6.1, it can be verified that the objective function in (3.4) is 

given by 

1 h 

-Y 
fc=i 

and the constraints are expressed as 

( 2<n + ^ kQik I v - Y, kS(uk)k = 0, 
V fc=i / fc=i 

4 - P{uk)uk, k G Zfc. 

The result then follows by eliminating the variable $& through the second constraint and 

assembling the summations into Hermitian forms of augmented vectors. • 

For a fixed u, the problem in (3.6) is a static quadratic optimization, which is nonconvex 

in general because Xh{u) and Yh(u) are possibly indefinite. Nonconvex optimizations are 

often hard to solve, but for this particular problem, we have an exact, analytical solution. 

Lemma 2 Let Hermitian matrices X and Y be given and consider 

min { z*Xz : z*Yz = 1 }. (3.7) 
zee™ L J 

The constraint is feasible if and only if the largest eigenvalue of Y is positive. In this 

case, the objective function is bounded below on the feasible set if and only if the following 

(convex) set is nonempty: 

L : = { A e E : X> XY}. 

The largest element \Q ofh is well defined and is a generalized eigenvalue of (X, Y). The 

minimum value of (3.7) is equal to Xa. An optimizer zc is given by an eigenvector of the 

pair (X, Y) associated with the generalized eigenvalue X0, normalized so that z*0Yz0 = 1. 

k 
Uk 

U(ju;k) 
k 
uk 
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Proof. The minimum value in (3.7) is bounded below and is greater than a given value 

7 e R if and only if 

z*Xz>-y, V z e C T O s.t. z*Yz = l. 

Feasibility of the constraint implies its regularity; if z0 satisfies z*Yz0 = 1, then z = 2z0 

and z0/2 respectively make the value of z*Yz — 1 positive and negative. Hence, the S-

procedure (Lemma 7 in Appendix 6.1) can be used to verify that this condition holds if and 

only if there exists A G K. such that 

z*Xz-j> \{z*Yz-l), VzGC™ 

which is equivalent to 

X > XY, 7 < A. 

The minimum value in (3.7) is obtained by maximizing 7 subject to these constraints over 

the variables A, 7 e K. Since the largest 7 is equal to A, the minimum value is given by the 

largest element of L. 

Let /(A) be the minimum eigenvalue of X — XY. Note that /(A) is a concave function 

of A since the matrix is affine in A. By feasibility of the constraint, Y must have at least one 

positive eigenvalue, and hence /(A) is negative for sufficiently large A. On the other hand, 

boundedness of the objective function guarantees that L is nonempty, and hence /(A) is 

nonnegative for some A. Therefore, there exists A„ such that /(AQ) = 0 and /(A) < 0 for 

all A greater than A0. Clearly, A0 is the largest element of L, and is a generalized eigenvalue 

of(X,Y). 

If an eigenvector z0 of (X, Y), associated with the generalized eigenvalue A0, can be 

chosen so that z^Yz0 — 1, then it is easy to verify that z0 is an optimizer that gives the 

objective function value A0. To show existence of such z0, let ze be an eigenvector of 
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Z£ := X — (A0 + e)Y associated with its minimum eigenvalue, where c £ E . Since A0 is 

the largest element of L, we have z*eZ£ze < 0 for all e > 0. Since Z0 > 0, we have 

0 < z*Z0z£ = z*£{Ze + eY)z£ < ez*Yz£. 

Thus z*Yz£ is positive and therefore z£ can be normalized so that z*Yz£ = 1. In this case, 

z*Z£ze < 0 implies z*Xze < X0 + e. Now, the result follows by passing the limit e J. 0 and 

noting that Z£z£ —> 0. • 

Based on Lemma 2, a solution to (3.7) can be found by computing the generalized 

eigenvalues of (X, Y). If the constraint is feasible and objective function is bounded, then 

one (or more) of the generalized eigenvalues must be real and satisfy X > XY. The largest 

of such generalized eigenvalues is A0. If X0 is not repeated, then it has one-dimensional 

eigenspace. In this case, every eigenvector z0 satisfies z*Yz0 > 0 and hence can be nor­

malized so that z*Yz0 = 1. This z0 is an optimizer of (3.7). If A0 is repeated, then the 

dimension of the eigenspace is more than one and z*Yz0 can be nonpositive for some eigen­

vector. However, Lemma 2 guarantees that there is at least one vector in the eigenspace 

that gives positive z*Yz0 and hence is a solution after the normalization. 

The following result establishes that the optimal value of (3.6) is independent of h. 

The important implication is that the optimum of the original problem (3.4) can always be 

achieved by a sinusoid with a single frequency component. 

Lemma 3 Consider the optimization problem (3.6), and denote by ^ the optimal value 

of the objective function. Then, for an arbitrary h G Z, it holds that 7^ = 71. 

Proof. In view of Lemma 2, the problem (3.6) can be reformulated as 

7fc = min max {A : Xh(u) > XYh(u) } 

= min max {A : X{ku) > XY(ku), Vfc G Zh } . 
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Note that, for each ku, the set of A G K. satisfying X(ku) > XY(k(v) is convex. Using this 

fact, the problem can further be reformulated as 

7ft = min min max {A : X(ku) > XY(kuj) } 
' u,em kezh \m l v ' ~ v ; J 

= min max {A : X(u>) > XY(u>) } . 
u/GM AGE 

Thus 'jh — 7i and the proof is complete. • 

We are now ready to state the main result. 

Theorem 1 Consider the rectifier system given in (2.6) and the optimal locomotion prob­

lem in (3.4). Define X(ui), Y(u), and P(LO) by (3.5). Let 7 be the optimal value of the 

objective function. Then we have 

7 = min max { A : X(u) > XY(cu) } . (3.8) 

Let LO0 and X0 be the optimizers. Then, the optimal period is T — 2ir/u>0, and the optimal 

gait •& and input u are given by 

u(t) = &[z0ei"°% 0(t) = m[P{uj0)z0e^% 

where z0 G C£ is the eigenvector of the pair (X(co0), Y(u0)) associated with the general­

ized eigenvalue X0, normalized to satisfy z*Y(u0)z0 — 1. 

Proof. Recall that the cost function is an average value of £Tl3/£ over one cycle, where £ is 

the steady state output of F(s) with input [ $T uT ]T G Pr, and \I/ and F(s) are defined from 

II(s) = F(—s)T^F(s) G H. Since FT is a subset of continuously differentiable periodic 

signals and F(s) is a linear combination of stable transfer functions and differentiators, 

the signal £ is continuous and periodic. Therefore, the signal £, and hence the definite 

integral of £T^£ in the cost function, can be approximated by truncated Fourier series to 
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an arbitrary accuracy. From Lemma 1, the problem (3.4) can then be characterized as the 

limit (h —> oo) of the sequence of quadratic optimizations (3.6). Lemma 3 shows that the 

optimal value of (3.6) is independent of h, hence the optimal value of the original problem 

(3.4) is equal to that of (3.6) with h = 1, indicating that a sinusoid is an optimizer. The 

solution to the optimization over Pj. is given by Lemma 2 with h = 1, as stated in the 

theorem. • 

The optimal locomotion problem (3.6) is nonconvex (partly) due to the velocity con­

straint. In general, it is difficult to find a solution to a nonconvex problem, with guaran­

teed global optimality, since multiple local optima may exist. For our particular problem, 

however, it is possible to determine the global optimum with the aid of the S-procedure 

(Lemma 7 in Appendix 6.1) as shown in Theorem 1. The optimal gait among all periodic 

functions has turned out to be a pure sinusoid for the bilinear rectifier (2.6). This can be 

viewed as a generalization of the previous result [85] that proved optimality of sinusoids 

when maximizing the thrust generated by a bilinear rectifier. The problem in (3.8) can be 

solved by generalized eigenvalue computation plus a fine search over the frequency u. In 

particular, the optimal solution, for a fixed u, is given by the maximal real generalized 

eigenvalue A0 of the pair (X(u),Y(co)) and the corresponding eigenvector z0. 

3.2 Verification through case studies 

In this section, we will demonstrate the utility of our optimal gait result through analyt­

ical and numerical examples. We first consider a simple mechanical rectifier, which is a 

disk-mass system that captures the rectifier dynamics in the simplest manner. Analytical 

solutions are obtained for this simple case, which is used to make some general observa­

tions through analogy to more complex rectifiers. We also consider a mechanical rectifier 

formed by a chain of rigid links, and apply Theorem 1 to find optimal gaits with respect 

to several cost functions. Two nominal postures are examined: the straight posture "—" 
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and the bow posture "(" while moving to the left. Various gaits will be shown to emerge 

from optimization of different cost functions with different nominal postures, including 

undulatory and flapping gaits as well as their hybrid. 

3.2.1 Simple mechanical rectifier 

A very simple model, as shown in Fig. 3.2, which consists of a spinning disk with moment 

of inertia J, driven by the friction of a point mass m sliding on its surface, contains all the 

essential elements of the locomotion problem. 

Figure 3.2: Simple mechanical rectifier 

The point mass receives a controlling force u and represents the dynamics of an organ­

isms body. The friction force between point mass and disk, which is proportional to the 

relative velocity with constant c, represents the interaction of the body with the environ­

ment, and the angular velocity of the disk w represents the locomotion speed. We call this 

system a simple mechanical rectifier (SMR) since periodic movements of the mass can be 

rectified to yield disk rotation in a fixed direction on average. 

The equation of motion is given by 

mp + (c + d)p + czuSp = u, 
(3.9) 

JZD + (a + cp1 p)w + cpJSp = 0, 
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where p(t) G M.2 is the coordinate of the point mass, and 

0 1 

- 1 0 

The dp term represents the energy loss associated with the actuation of the point mass by 

input u, and aw is the frictional torque at the disk bearing. Clearly, (3.9) is of the form 

(2.6) where p and w correspond to D and v, respectively. Note that the nominal posture 

(p = 0) for SMR is when the mass is at the disk center. 

To examine the mechanism of rectification, let us consider the case where the disc 

inertia J is so large that w may be considered constant over a cycle. In this case, the 

standard averaging technique yields 

w^a/ f (a/c+ \\p\\2)dt, 
J o 

a := - / pTSp dt= (pip2 - p2pi)dt, 
Jo J o 

where T is the cycle period of the mass movement. Note that a is a half of the area en­

closed by the orbit of the mass trajectory p(t), which is defined positive when the orbit goes 

counterclockwise. For the same size of mass motion as measured by a, faster rotation is 

achieved if the mass motion occurs near the disk center so that p, and hence the denomi­

nator, is small. For this reason, it makes sense to choose the nominal posture at the disk 

center. The term pxpi — P2P1 is the Lie bracket [pi, p2], representing a canonical form of 

rectifying dynamics studied by [90] in the context of nonholonomic systems control. 

We shall apply Theorem 1 to the simple mechanical rectifier described by (3.9) to find 

two optimal gaits that minimize the input power and shape derivative, respectively, while 
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maintaining the average angular velocity w0. In particular, we consider 

7 := mm 
p,U € Hy 

1 / " i 

- / f(p,u)dt 

/ ((a + cpJp)w0 + cpJSp) dt = 0, 

mp + (c + d)p + zu0cSp = u, 

(3.10) 

where f(p, u) :— p7u (input power) or ||p|j2 ("shape" derivative). The result is summarized 

as follows. 

Lemma 4 Consider the simple mechanical rectifier in (3.9) and the optimal locomotion 

problem in (3.10). The globally optimal solution is characterized by 

p(t) — a 
cos cot 

sin cot 

where p, a, and associated optimal cost 7, are given by Table 3.2 with ac := a/c and 

dc := d/c. 

Table 3.2: Optimal parameters for SMR locomotion 

7 

a 

CO 

Input Power 

2ad0 (l + Jn-1) tf 
I 

W i+i 
( 1 + / ^ > 

Shape Derivative 

8aczul 

\[ac 

2w0 

Proof. The result basically follows from Theorem 1, but the analytical formulas are easier 

to derive if we first reformulate the problem in terms of p rather than u. This is possible 

because the coefficient matrix of u is square nonsingular. Following a similar procedure to 
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Lemma 1, the problem reduces to 

min { p*Xwp : p*Yw/3 = 1 }, 
weK, pec2 

where Xw and Y^ are defined by 

Xw := u>((c + d)ujl - jzo0cS), Yw := c(jo;5 - w0I)/{2aw0) 

for the minimum input power case, and Xw := UJ2I and the same Yw as above for the 

minimum shape derivative case. 

In view of Lemma 2, we fix u and search for generalized eigenvalue/eigenvector pair 

(A, e) such that (Xw — AYw)e = 0. Since both Xw and Yw are of the form al + @S, we see 

that e must be an eigenvector of S, i.e., e± := [ 1 ± j ]T. Hence, the optimal p is a scalar 

multiple of e+ or e_. For feasibility, we choose the one such that 

e±Ywe± = {c/a){^oj/w0 - 1) > 0. 

Since the signal p(t) expressed by its phasor p and frequency u can also be expressed by 

the conjugate of p and —u, we can fix the sign of u without loss of generality. Here, we 

let u> have the same sign as w0. In this case, the feasibility requires us to choose e_ and 

the frequency must satisfy |a>| > \VJ0\. For such to, the optimal p is given by p = ae_ for 

positive scalar a such that p*Yu>p= 1. More specifically, 

p = a 
1 

-J 
a = 

acw0 

LO — Wn 

To find the optimal frequency, we minimize 7(0;) := pX^p over ui. Taking the derivative, 

setting the result to be zero, and solving for to such that \co\ > \VJ0\, we obtain the unique 

solution indicated in Table 3.2. • 
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The optimal orbit of the mass, p(t), is circular; pi(t) and p2(t) have the same ampli­

tude, and the former leads the latter by 90°. This property is independent of the system 

parameters and the desired speed w0, but is determined by the structure of the rectifying 

dynamics as an eigenvector of S, as shown in Section 2.2.2. 

We notice from Table 3.2 that the optimal frequency u> is proportional to the desired 

speed vo0, which makes physical sense. On the other hand, the optimal amplitude a is 

independent of w0, but scales with the square root of a/c. The parameters a and c roughly 

correspond to Q and cn in the undulatory locomotor, respectively. Hence, the fact that the p 

orbit is larger when a/c is larger, is analogous, for instance, to the fact that snakes undulate 

with larger amplitude on ice than on grounds. 

Finally, we note that the optimal a and u for the minimum input power approach that 

for the minimum shape derivative as d/c tends to infinity. If the cost (power loss) for the 

mass motion itself is much larger than the cost for driving the disk, then the minimum 

power gait tends to minimize the mass motion. Generalizing the idea for the undulatory 

locomotor, we expect that the optimal gaits from the input power and shape derivative 

minimizations would become similar if the joint frictions (ignored in our study) were large. 

In fact, this expectation turned out to be true, and moreover, optimal gaits from input torque 

minimization also approached the optimal shape derivative case. Thus, the choice of the 

objective functions among those in Table 3.1 is not important and all cases give similar 

results when the joint frictions are large. 

3.2.2 Link chain rectifier 

Consider the planar motion of a chain of n rigid links as shown in Fig. 3.3. For i e Zn , 

the ith link has mass TOj, moment of inertia Jj, length 2lu and angular displacement 9i(t) 

measured from the x-axis. For i G Z„_i, the joint between the i th and (i + l ) t h links 

is actuated by torque input Ui (when positive, the i^ and (i + 1)* links tend to rotate 

counterclockwise and clockwise, respectively), and the joint angle is denoted by 0, := 
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0{ — Oi+\. The body is placed in an environment (on the ground, in water, etc.), and is 

subject to the interactive forces. 

Figure 3.3: Link chain rectifier 

The key property for mechanical rectification is the difference in the tangential and 

normal components of the interactive force from the environment acting on each link. In 

particular, the normal force tends to be much larger than the tangential force. This is true for 

e.g. snake crawling on the ground [87] as well as for slender-body swimming [89,92,93]. 

The simplest way to capture this property, which is often adequate for at least qualitative 

analyses, is to approximate the tangential and normal forces on each link (ftt and / „ J by 

linear functions of the respective components of the relative velocity between the link and 

environment (vtt and vnJ. That is, for the i th link, 

ftt = CttVtt, fnt
 = cnt

vnt, (3.11) 

where c^ and cUt are constants such that cij <C cni. The linear model in (3.11) may be 

obtained from direct curve fitting of experimental data, or from (quasi)linearization of a 

more realistic nonlinear model. We call the system under this type of directional forces a 

link chain rectifier (LCR). 

The general equations of motion for the LCR have been derived in an attempt to model 

robotic snake locomotion [57], and are of the form given by (2.3). Motion dynamics near an 
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arbitrary nominal posture 77 can be approximated by the bilinear rectifier (2.6). The details 

of the models are summarized in Appendix 6.2. The models thus developed naturally 

capture the dynamics of slender animals that undulate for locomotion, such as crawling 

snake [57,87], and swimming leech and lamprey [94-96]. While the nominal posture for 

such undulatory locomotion would be straight, optimizations at another nominal posture 

will lead to flapping gaits, as shown later. 

For the planar case (p = 2), the term L(#) for rectifying dynamics in (2.6) has the 

form Ai# A2tf The model for LCR defined in Appendix 6.2 shows that, regardless 

of the nominal posture r\, the skew-symmetric part of A^ is zero (in fact Ak is diagonal) for 

k e Z2 if the environmental interactive force has no directional preference, i.e., c^ = cni 

for i e Zn . In this case, the net thrust over a cycle is zero for any periodic body motion as 

seen in (2.7). This is a proof that the directional preference in the environmental force is 

essential for locomotion of LCR. 

For the numerical studies reported below, we set the parameter values from measured 

data of a medium size leech to keep the model realistic. The leech has mass m = 1.1 g and 

length £ = 107.3 mm, and was observed to swim at speed around 0.157 m/s by undulating 

its slender body like snakes with a cycle frequency near 2.7 Hz. The leech has a segmented 

body that can be modeled by a chain of n identical links where n = 18. 

Serpentine gait 

We set the nominal posture to be straight (77 = 0). No stiffness or damping is assumed at 

the body joints. The parameters of the bilinear rectifier (2.6) for this case are summarized 

at the end of Appendix 6.2. Assuming an average velocity of v = —0.157 m/s (negative 

sign indicates swimming to the left), the optimal gait problem (3.4) is solved for three cost 

functions in Table 3.1: input power, input torque, and shape derivative where W := B. The 

optimal gait for each case has been found by solving (3.8) via eigenvalue computations with 

frequency sweep. 
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Figure 3.4 shows the minimum value of each objective function as a function of fre­

quency u, which is the maximum real generalized eigenvalue of the pair (X(u>), Y(ui)) in 

(3.5). Each function turned out to be quasi-convex and have a unique global minimum for 

this particular example. The optimal cycle frequencies of periodic body motion are found 

to be 22.0 rad/s (power), 78.1 rad/s (torque), and 16.0 rad/s (shape), whereas the frequency 

observed for the particular leech used for modeling was 17.0 rad/s. 
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Figure 3.4: Objective function vs. frequency co: power in mW, torque in (N-mm*100)2, 

shape derivative in (deg/ms)2. 
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Figure 3.5: Optimal body shapes (snap shots during swimming at an arbitrary time instant) 
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The optimal body shapes are shown in Fig. 3.5. These shapes are generated from the 

phases and amplitudes (Fig. 3.6) of the shape variables (joint angles) fa. In each figure, the 

leech head/tail is to the left/right. The phase angle decreases from head to tail, indicating 

waves traveling down the body to generate thrust. The number of waves expressed by the 

body is roughly equal to the phase lag from head to tail, divided by 360°. During swimming, 

the live leech exhibited about 250° phase lag, and approximately uniform (but shghtly 

increasing toward the tail) amplitudes over the body of about 10°. The resulting body shape 

was fairly close to the one for the minimum shape derivative depicted in Fig. 3.5. Hence, 

it is tempting to conclude that the shape derivative, rather than the power or torque, may 

be closely related to the quantity that actual leeches try to minimize. However, the SMR 

results from the previous section show that the power and torque optimal gaits approach the 

minimum shape case as internal losses due to the shape deformation increase. This could 

alternatively indicate that the internal losses due to shape defomation in actual leeches is 

very high, and that the choice of objective is not discernable. 

120 r 

Figure 3.6: Undulatory gaits: Phase and amplitude of relative angles fa along the body 

Propulsive extremities 

In the previous section, the nominal posture was chosen to be straight with the locomotion 

velocity vector v0 aligned with the body. We now consider the situation where the body is 

initially straight and is perpendicular to v0. The body would then be bent due to the fluid 
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drag, and, with flexible joints, take a bow posture "(" when it moves to the left and the 

drag balances with the restoring stiffness force. We choose this as the nominal posture. In 

particular, 77 is set so that r?j linearly decreases from T)\ = n — 0.068 to r\n = 0.068 rad. 

Assuming an average velocity of v = —0.1 m/s (negative sign indicates swimming to the 

left), the joint stiffnesses ki (i € Zn_i) have been specified so that the first condition in (2.5) 

is satisfied. Gaits expected at this nominal posture include two flagella pushing a central 

body forward, a radially symmetric jellyfish-like locomotion, or kicking legs attached to a 

central body for appropriately low numbers of links. 

We have solved the optimal locomotion problem in (3.4) with objective function II in 

(3.2) where IIa captures the perturbation from 77, and n o captures the shape derivative, input 

torque rate, or input power as indicated in Table 3.1. For each case, the optimal gait was 

computed using Theorem 1, where the scalar weight (3 was tuned by iteration so that the 

amplitude constraint ||#||2 = 10 was satisfied, as described in Section 3.1.1. The results of 

the three optimizations are summarized in terms of ip := BJr&, which are the joint angle 

deflections from the nominal posture. Numerical simulations are then used to examine 

the effects of approximations associated with the equations of motion and the optimal gait 

problem. Unless otherwise noted, the second equation in (2.6) is simulated by enforcing 

the calculated optimal gait 9(t) as the input. 

Figure 3.7 shows the phase and amplitude of ip for the three optimal gaits whose fre­

quencies are summarized in Table 3.3. We see that the phase is maximum at or around the 

middle of the body and decreases toward both ends. This means that all three gaits possess 

some degree of traveling waves down each arm. However, the minimum shape derivative 

motion has a much smaller phase variation than the power or torque rate case, indicating 

that it has a much lower number of waves expressed along the body. It should be noted that 

the torque rate criterion generated an asymmetric gait. After checking this result against the 

optimal gait under the symmetry constraint, we found that the asymmetric gait did indeed 

have a strictly smaller minimum objective value. Among the three cases, the average am-
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plitude over the body tends to be smaller if the phase variation is smaller. This is because 

small, relatively in-phase, joint angle amplitudes add up to produce a large overall motion 

which maintains the desired velocity. Interestingly, the torque rate case does not bend at all 

at the center joint (only rotates), retaining its initial nominal bend at all times. 

5 10 15 5 10 15 
Joint Joint 

Figure 3.7: Flapping gaits: Phase and amplitude of relative angle perturbations BJrd along 

the body 

Figure 3.8 shows five snapshots of simulated optimal locomotion for each case, taken 

1.25 periods apart. These figures clearly show that the optimal motion calculated for min­

imum power and shape derivative are symmetric about the direction of locomotion (hori­

zontal axis). The asymmetry is clearly visible for the torque rate case. The flapping gait is 

found optimal for the shape derivative criterion, while undulation of each arm is optimal for 

the torque rate criterion. The optimal gait for the power criterion is a mixture of flapping 

and undulation. The horizontal axis scales are different in each figure due to the differing 

optimal frequencies calculated for each motion; for example the shape derivative motion 

moves much further in five periods than the torque rate motion, although the locomotion 

speeds are about the same. 
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Figure 3.8: Snap shots of LCR locomotion, taken 1.25 periods apart. 

Figure 3.9 shows the simulated velocity, where the time responses are colored in the 

same way as Fig. 3.7 for each case. We see that the y-velocity is exactly zero for the sym­

metric gaits, and oscillating closely about zero for the asymmetric gait. Thus, as expected, 

the optimization forces the y-velocity to be zero on average even though no such constraint 

is explicitly imposed. The oscillation of the ^-velocity is small in the power and torque rate 

cases, but is much larger in the shape derivative case due to the large stroking motion of the 

arms. The non-sinusoidal shape in the shape derivative case results from higher frequency 

components which can be explained by thinking of a flipping fish tail: for one period of 

motion the tail produces two thrusts. The varying magnitude of the a;-velocity results from 

the alternating high and low drag associated with the arms being extended out or folded 

back during the stroke. In general, the higher the wave number and frequency a motion 

possesses, the smaller the perturbation about the desired average velocity. 

file:///Cr-~pJ
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Figure 3.9: Simulated CG velocity 

Finally, average x-velocities are summarized in Table 3.3. The "nonlinear v" and "bi­

linear v" indicate the average velocities calculated from simulations of the second equation 

in (2.3) and (2.6), respectively. For the bilinear rectifier, the simulated average velocities 

are close to v = —0.1 m/s at which the optimal gaits are calculated, despite the fact that 

oscillations of v around this value are ignored during the optimization. On the other hand, 

the higher order nonlinearity tends to reduce the actual swim speed. The gaits found from 

the bilinear rectifier equations may be away from optimality for the original fully nonlin­

ear equations of motion. Nevertheless, the basic gaits thus found do lead to reasonable 

locomotion of the original system, and may be used as the initial condition for further 

optimizations that would necessarily be local due to the system complexity. 

Table 3.3: Optimal frequencies [rad/s] and simulated velocities [mm/s] 

Quantity 

Power 

Shape Derivative 

Torque Rate 

Optimal u 

39.7 

30.5 

83.9 

Nonlinear v 

-69.8 

-82.8 

-67.4 

Bilinear v 

-100.7 

-107.9 

-100.3 
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Chapter 4 

Flapping-Wing Rectifier 

4.1 Flapping-Wing Model 

In this section we describe a simple model for flapping-wing rectifiers, develop the equa­

tions of motion following the form of the general mechanical rectifier developed in section 

2.1.1, and illustrate the biological parameters used in the model. 

4.1.1 Overview 

The model consists of a main body featuring full rigid-body rotational and translational 

dynamics, with independent discretized wings. Each wing is described by the displacement 

of np discrete points, located at the intersections of a body-fixed grid and representing the 

joints between neighboring segments, which can be seen in Fig. 4.1. The coordinate system 

is defined so that, at the nominal condition, the body lies on the (x,y) plane with the y-axis 

being the direction of swimming and the z-axis being vertical. We define <f>b G R3 as the 

vector of body orientation variables, which are Euler angles relating the inertial axes to the 

principle axes of the main body in the (z-y-x) convention, describing yaw ab, roll (3b, and 

pitch 7b, as depicted in Fig. 4.2. Lastly, we define rb G R3 as the Cartesian coordinates of 

the main body in the global frame. 
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Figure 4.1: Flapping-wing system with point mass wings. 
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Figure 4.2: Euler angle convention. 

There are several notations in the following sections describing the coordinate systems 

and variable structures: a superscript of b denotes that the quantity is being described in the 

body-fixed Cartesian coordinate system, denoted by (x6,y6,z6); a subscript of i,j denotes 

the two-dimensional index of a point on a wing in the Ith row and j A column, with j — 0 

indicating the joints connecting the body and wing; a single subscript of i denotes the 

general index of a point, ranging from 1 to np. The position of the i* joint in the body 

frame is thus given by r\ := (x\, y\, z\), with the collection of all joint positions given by 

rb :— col(x6, yb, zb) G K3np in the body frame and r := col(a:, y, z) G R3np in the inertial 

frame. 

We approximate each segment with a point mass placed half way between the neighbor­

ing joints, and through small angle approximation, constrain the joints and point masses to 

move in the z6 direction only (i.e. xb and yb are constant), as shown in Fig. 4.3. The position 
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of the (̂ , j ) t h point mass in the body frame is thus given by rh
p% := (rf + r\\)_l)/2, while 

rp is the collection over % and j , similar to rb above. Similarly, we capture the actuation 

through linear force couples aligned in the zb direction which act on the curvature of the 

surface, as shown in Fig. 4.3. 

Figure 4.3: Torque approximation. 

4.1.2 Equations of motion 

We follow the form of the general mechanical rectifier developed in section 2.1.1, where 

n := np + 6, £ := np, and 9 := col(z6, 4>i). 

Kinetic and potential energy 

To express the kinetic (rotational and translational) and potential energies in the general­

ized coordinates q, we first note that the coordinates of a general three dimensional point 

expressed in the body frame, p\, are expressed in the inertial frame as 

Pl = Rlbp\ + rb, R\ := Rz(ab)Ry((3b)Rx(lb), 
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where Rx,Ry, and Rz are rotation matrix functions given by 

-R.T 

1 0 0 

0 cos — sin 

0 sin cos 

R,, :-

cos 0 sin 

0 1 0 

- sin 0 cos 

Rz:= 

cos — sin 0 

sin cos 0 

0 0 1 

We can then express the angular velocity of the body in the body frame as 

u)\ = ahRHez + /3bRx(%)rRy(pbye2 + 7&#*(7&)Tei = R^b, 

— sin pb 0 1 

R,i> '•= cos Pb sin 7b cos 7ft 0 

cos (3b cos 7ft — sin 7fe 0 

where ê  € 1R3 is a vector of zeros with a 1 in the ith location. We note that center of mass 

is given by 

mw = mbrb + ^ ra;rw, 

where rrii is the mass of point mass i and rrib is the mass of the main body. The body and 

point mass coordinates in terms of the center of mass are then given by 

n = n ( h <S> mT
p)(R4>b <E> Inv)r\ 

lit 

and 

rp = EmiRfo <g> Inp)r
b

p + (J3 <8> e)w, 

where Ix e M.xxx is an identity matrix and 

np 

Em--=hnp (I3(g>e)(i3<S>TOp), m:=mb + ^ 
m i= i 

mi 

(4.1) 

(4.2) 

e :=col(l , . . . , l) eW1", mp := col(mj, ...,mnp). 
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Finally, we may now express the kinetic and potential energies as 

1 / 
T = ^ U)1 JbA + mbf

T
brb + £ m^r, 

V 

e 

w 

= \zbJKz\ 

J{6) 0 

0 mh 

6 

w 

(4.3) 

where we assumed that the system is neutrally buoyant and thus ignored potential energy 

due to gravity, and J\ = diag( Jx, Jy,Jz) is the diagonal inertia matrix of the body about the 

principal axes. The stiffness matrix K is derived below, as it relies on the surface normal 

definition. 

Surface normal and environmental force 

We approximate the forces exerted by the environment on the wings as static functions of 

the normal and tangential velocity of the wing surface, and make linear approximations of 

the static force functions to capture, at least qualitatively, the anisotropy property (easier 

to slide in the tangential direction than in the normal direction), which was discussed in 

Chapter 2 to be important for mechanical rectification. Added mass and vorticity effects, 

which could also be important, are not captured by the current model. 

For each mass, the plane normal to the wing surface is determined from the coordinates 

of the surrounding masses as the sum of the surrounding triangular areas shown in Fig. 4.4. 

The normal vector for point mass i, j is thus given by 

nid : = 
nr x nu + nu x tie + tie x rid + nd x nr 
\nr x nu + nu x rig + rig x rid + nd x nr 

(4.4) 
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where 

Pi —1,3 Pi,3 ' Pi+1,3 Pi,3 %tJ l Pi,3 ' liJ Pi,3 

For a point mass on the edge of the wing where rid or nu does not exist, we substitute — n, 

or — rid, respectively. 

Figure 4.4: Normal vectors for point mass i. 

Figure 4.5: Surface normal and velocity projections. 

The velocity vector for each mass is projected into the normal and tangential directions 

as shown in Fig. 4.5, and then multiplied by the normal and tangential coefficient to obtain 
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the fluid force acting on each mass in the normal and tangential directions, respectively. 

The virtual work due to the environmental fluid force is thus 

swe= E(^)T(^f) /» /-= /«. + /*.. 

Jn% • 

vn. := 

pb 

(4.5) 

where, for point mass i, ft € K3 is the vector of (x,y,z) force components, fnt G E 3 and 

ftt G E 3 are the normal and tangential environmental force components, vUi G E 3 and 

vti G E 3 are the normal and tangential velocities, cn% and Qt are the normal and tangential 

coefficients, and P^ G E 3 x 3 is the surface normal projection matrix in the body frame. 

The environmental force is thus approximated as 

dq 

Dt A(0) 

A(0)J Q{$) w 

through the Taylor series expansion and summation of each term over i. 

Stiffness and damping 

The slope of the surface at each point mass is determined from the normal vector through 

normalization so that the third entry is —1. The linearized surface slope of point mass i, j 

in the x and y directions are thus given by the first and second entries of 

(Vd - Vu)(ze - zr) + (yr - ye)(zd - zu) 

na 

(xu - xd)(yi - yr) + {xt - xr)(yd - yu) 
(xu - xd)(ze - Zr) + {xe - xr)(zd - zu) 
(xu - xd){ye - yr) + (xt - xr)(yd - yu) 

- 1 

(4.6) 
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where xu, xa, x?, and xT, and similarly for y* and z*, correspond to the x, y, and z, entries 

of the nu, rid, ne, and nr vectors given by equation 4.4. The curvature is measured using 

the second derivatives of the surface (due to the small angle approximations), between two 

neighboring point masses. For point mass (i,j), the curvature is calculated along row i 

by comparison with point (i,j — l), and is calculated along column j by comparison with 

point (i — 1, j). The surface curvatures for point mass (i, j) are thus given by 

where (a, b) := (i,j — 1) and (i — l,j) for calculating the row and column curvatures, 

respectively, and 

C-xx • > Cxy • ~~ ) 
"£%,3 %a,b Vi,j Va,b 

SVr,3 ~ SVa,b SVt,3 ~ SVa,b 
Cyx • j Cyy • i 

•Et,j %a,b Di,j Va,b 

and the slopes s for j = 0 are defined to be zero. 

The potential energies due to the curvatures along the rows and columns are similarly 

given by 

*-L-Ji,j,a,b • "^i^\p^i,j,a,b-iyi,j,a,b)Ci,j,a,b-i v * - - ' / 

where k{xli3^b,yhJ^b) is the stiffness of the wing between point (i,j) and (a, b) (value 

determined in the following section), and 

%i,j,a,b • [.•£%,] %a,b)l"•> 1Ji,j,a,b -= \Vi,j Va,b)j"• 

Finally, the matrix K in equation 4.3 is obtained by summation over i and j of the potential 
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energy coefficients, due to surface curvature along the row and column, given by 

*==£ d
2PEWtJ_x ^ d2PE,t 

dzbdzb +£ »,j>*-ij 

dzbdzb (4.8) 
* , j 

The curvature damping matrix D2 := d2K is proportional to if through the constant 6a. 

Actuation 

The internal forces as depicted in Fig. 4.3 act on the curvature measured along each row i 

given by 

crr := TTz\ T := diag(Ti,..., T n J , Tx := Jnr -
0 

where nr is the number of rows and nTi is the number of point masses in row i. The virtual 

work due to internal actuation is thus 

swa = (sey ~39 
u = (59)JBu, B := 

rnrrrrx 

0 
(4.9) 

4.1.3 Model parameters 

The fluid forces are approximated based on theory by [89], adjusted for undulator swim­

ming by [97], with separate coefficients for the tangential and normal directions. We exam­

ine five systems, a high-aspect-ratio and low-aspect-ratio rectangular wing, and an Atlantic, 

Butterfly, and Cownose ray. The wing and body density is approximated as the density of 

water. The wing shapes and thicknesses for the batoid models were mapped using provided 

data [80]. The nominal model parameters are given by 
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2 . 7 r f v ^ T Ns/m p =1000kg/m3 
2 

p d 2 t « , ^ ) k g // =10- 3Ns/m 2 

0.06 m vy = 24 m/s 

wb£b m2 

where 4 = 0.2 m, 0.15 m, and 0.15 m, is the approximate length of the main body for the 

Atlantic, Butterfly, and Cownose rays, respectively, c„t and Cjt is the normal and tangential 

coefficient of friction for point mass i, ab is the drag coefficient for the main body, m, is the 

mass of point mass i, pis the density of water, p is the viscosity of water, d is the distance 

between point masses, Ab is the main body area, vz is the approximate operating region 

for the normal wing velocity, tw is the wing thickness, wb is the body width, and vy is the 

average steady-state velocity. 

Joint locations 

Figure 4.6 shows the locations of the wing joints measured from biology for the three 

batoid species. We use two gridding schemes: a rectangular grid and a more realistic 

radial grid. The starting joint positions and point mass counts for the rectangular grid are 

listed in Table. 4.1, where x\Q = 3 cm for all rows. The starting joint positions, point 

mass counts, and row angles for the radial grid are listed in Table. 4.2. Additionally, we 

generate a slightly shifted grid for the Cownose ray so that the joint staggering pattern 

more closely matches biology, in that the j i h joint in the ith row is closer to the body than 

the corresponding joint in row i — 1. Figure 4.7 depicts the resulting batoid grids. 

^ = ^ N s / m cu = 
0.003p^A XT 

ab = —--— Ns/m ml = 

vz = 0.4 m/s Wf, = 

d = 0.01m Ah = 
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Figure 4.6: Atlantic, Butterfly, and Cownose joint locations, [mm]. 

y% [mm] 
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-10 
-20 
-30 
-40 
-50 
-60 
-70 
-80 
-90 
-100 
-110 

Atlantic 
1 
2 
4 
5 
6 
7 
7 
7 
7 
6 
6 
6 
6 
5 
5 
5 
4 
4 
3 
2 
1 

n r i 

Butterfly 

1 
2 
3 
4 
6 
9 
10 
10 
10 
9 
8 
7 
5 
3 
1 

Cownose 

1 
3 
4 
6 
7 
8 
11 
12 
13 
13 
8 
6 
5 
4 
3 
2 

Table 4.1: Starting joint positions and point mass counts for rectangular wing grids. 
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%bo [mm] 
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10 
20 
30 
35 
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40 
40 
40 
40 
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35 
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35 
40 
40 
40 
40 
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40 
35 

[mm] 
Cownose 

40 
41 
42 
42 
40 
35 
32 
30 
33 
35 
36 
38 
40 
38 
33 

nr 

Atlantic 
2 
2 
3 
3 
4 
5 
6 
6 
7 
7 
7 
6 
5 
4 
4 
3 
3 
2 
2 
1 

Cownose 

1 
2 
3 
4 
6 
7 
11 
13 
13 
11 
7 
6 
3 
2 
1 

Row angle, 9t [rad] 
Atlantic Cownose 

1.57 
1.57 
1.33 
1.11 0.79 
0.79 0.00 
0.46 0.11 
0.38 0.20 
0.32 0.17 
0.32 0.12 
0.24 0.00 
0.14 -0.07 
0.00 -0.07 
-0.10 -0.03 
-0.24 0.00 
-0.46 0.00 
-0.59 -0.17 
-0.79 -0.59 
-1.11 -1.25 
-1.25 
-1.33 

Table 4.2: Starting joint positions, point mass counts, and row angles for radial wing grids. 
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Figure 4.7: Atlantic (rectangular, radial), Butterfly (rectangular), and Cownose (rectangu­

lar, radial, and shifted radial) grids. 

Wing thickness 

Figure 6.1, 6.2, and 6.3 shows the cross sections used to measure the wing thicknesses for 

the Atlantic, Butterfly, and Cownose rays, respectively, which are summarized in Table 6.1, 

6.2,6.3, 6.4, 6.5, and 6.6. A scaling factor of 0.75, 0.9, and 0.7 was apphed to the Atlantic, 

Butterfly, and Cownose thickness data, respectively, to fit the data to the samples used for 

the joint data. A function of the form 

o i i L j i'l ri 11111111 LLL 

0.051« 

0.00* 

0.05* 

\ runa a_ui_L_L_i_i_L-L 

r 
0.051. 

0.00* 

0.05 f 

n m,f—*-~ 

0.05 

0.00 

•0.05 

n nn. 

0.05 

0.00 

0.05 

nni». 

t(x, y) := axxx
2 + axyxy + ayyy

2 + axx + ayy + a 
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was then fit to the thickness data (in meters), where the coefficients are given in Table 4.3. 

Atlantic 

Butterfly 

Cownose 

&XX 

2.5524 

0.3345 

1.7524 

®xy 

0.1753 

-0.1943 

0.2228 

ayy 

-1.3138 

-1.8787 

-3.9812 

ax 

-0.5488 

-0.1591 

-0.5528 

ay 

-0.0231 

-0.0101 

-0.0971 

a 

0.0348 

0.0167 

0.0467 

Table 4.3: Thickness function coefficients. 

Wing stiffness 

The stiffness of the body is determined by comparison with a bending test performed on 

an Atlantic ray [79] shown in Fig. 4.8. The body of the ray is fixed with the wing hanging 

free to remove the influence of gravity. The tip of the wing is then pulled upward and the 

force and deflection are measured. We repeat this test numerically on the model using the 

rectangular grid as shown in Fig. 4.9, and determine a uniform stiffness value, k(x, y) = 

2.2 x 10~7 N/m, and a stiffness value proportional to thickness, k(x,y) = 2M(x,y) x 

10~5 N/m. The thickness-proportional stiffness result is slightly closer to the biology, with 

slightly steeper deflection near the wing tip, so we use this value for all rectangular grid 

cases. We repeat the test again using the radial grid as shown in Fig. 4.10, and again 

determine a uniform stiffness value, k(x, y) — 9.0 x 10~9 N/m, and a stiffness value 

proportional to thickness, k(x,y) = 9.2t(x,y) x 10~7 N/m, which is used for all radial 

grid cases. The optimal gait results in the following sections end up being insensitive to the 

precise stiffness values used. Nearly (and sometimes exactly) identical optimal gaits are 

produced for stiffness values that are many times higher or lower, due to a combination of 

the objective functions being independent of stiffness and the requirement that the velocity 

constraint is satisfied. 
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Figure 4.8: Atlantic bending test, gravity is to the right. 
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Figure 4.9: Simulated bending test for uniform and thickness-proportional stiffness, rect­

angular grid. 

Figure 4.10: Simulated bending test for uniform and thickness-proportional stiffness, radial 

grid. 
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4.2 Flapping Gait Analysis 

4.2.1 Observed and perturbed gait 

The observed biological gaits for each batoid, consisting of oscillation frequency, tip am­

plitude (measured from the neutral plane), and phase lag down the wing, are summarized 

in Tab. 4.4 [68]. 

Atlantic 

Butterfly 

Cownose 

to [rad/s] 

15.7 

8.38 

7.85 

Tip Amp. [cm] 

3 

5 

9 

Phase Lag [rad] 

8 

3.8 

2.5 

Table 4.4: Observed gait metrics 

We now check the model by imposing an observed body motion and calculating the 

average steady state velocity. We calculate the average steady state velocity v, for a given 

motion (#, to), from the velocity constraint given by the second line in (3.4), using phasor 

form and variable definitions in (3.5), as 

v = — . (4.10) 

Using the data for the Atlantic ray, where we assume a straight phase lag from head to tail 

and a wing amplitude increasing proportional to x2, we calculate the steady state velocity 

to be 0.27 m/s, which is verified by simulation. This value is roughly half of the observed 

biological velocity of vy — 0.4 m/s (two body lengths per second), and is insensitive to 

the value of the fluid coefficients. This is because the dominant terms in both S and Q\ 

scale with the normal fluid friction coefficients cni, so the ratio of the numerator to the 

denominator of v is relatively unchanged for any reasonable values of c„ and Ct for a given 

motion. The observed biological measurements are statistical averages, however, so there 
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is some freedom in the precise value of the observed d0 vector. To verify that the model 

is capable of producing the observed biological velocity with a gait that is close to the 

observed gait, we solve the minimum perturbation problem given by 

min| |tf-tf0 | |2 s.t. v = v„, (4.11) 
u 

with solution given by Lem. 5. 

Lemma 5 Consider the problem (4.11), and variable definitions given by (1). The prob­

lem is equivalent to 

mm\\P(uj)u-tf0\\
2 s.t. u*Y(cu)u = l, (4.12) 

u 

with solution given by 

u = (P(uyP{cu) + XYiuj))-1 P(w)*tf0, 

where A e l u the smallest value found by line search to satisfy U*Y{UJ)U = 1. 

Proof. We define the Lagrangian as 

L := \\P(ju)u - tf0||
2 + X(U*Y(UJ)U - 1). 

The partial derivative is given by 

BT 
— = 2P(ju)*(P(ju;)u - 0O) + 2XR(ju)u, 

which must equal zero at a local extrema. The solution u is thus obtained as a function of 

the Lagrange multiplier A, which is found by line search to satisfy the constraint. • 

The original biological gait and the minimum perturbed gait are shown in Fig. 4.11. 
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The perturbed gait is able to achieve the observed 2 body lengths per second with minimal 

changes to the overall gait. The tip amplitude increased slightly from 3 cm to 3.5 cm while 

the phase lag down the wing changed from a straight phase lag of 8 radians to a more 

circular phase lag around the wing from head to tail of 8 radians. This circular phase lag is 

actually more realistic for the Atlantic ray than the original straight phase lag since it more 

closely matches the actual circular undulation seen in biology. 
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Figure 4.11: Biological gait amplitude and phase contour and perturbed gait amplitude and 

phase contour for the Atlantic ray. 

4.2.2 Effects of wing geometry on basic flapping gaits 

In this section we examine the effect of wing aspect ratio on the basic gait for simple 

flapping-wing rectifiers. We examine each ray with the body fixed to translate only in 

the y-direction with no rotation, and we apply (2.8) with d :— col(z6,0,0,0), where the 

denominator is chosen to be a measure of the wing curvature given by 

: = i ? * 
Tc 0 

0 0 
•&, 



www.manaraa.com

65 

where Tc is similar to the stiffness matrix K, and is given by 

*i==E & C*J>»J-1 , V"^ ^ c*J>«-i,i 

dzbdzb +£ dzbdzb (4.13) 
* j « j 

Figure 4.12 shows four snapshots of the basic gait for the Cownose ray, where each plot 

corresponds to equally spaced time instants t = 0 to 3T/4. All batoid cases result in similar 

basic gaits, with amplitudes and phases shown in Fig. 4.13, with additional figures for each 

case in the appendix ]. We generally see a flapping gait with a relatively small number 

of waves down the wing. The amplitude of wing defection smoothly increases as distance 

from the body increases, while a traveling wave (as indicated by the phase lag) progresses 

down the wing from head to tail in a circular fashion, agreeing with the perturbed gait in 

the previous section. The measured phase lag for each case is summarized in Tab. 4.5. 

The general trend from the low-aspect Atlantic ray to the high-aspect Cownose rays is a 

decrease in the phase lag, from 4 radians for the rectangularly gridded Atlantic ray to 1.5 

radians for the rectangularly gridded Cownose ray. The radially gridded wings for the 

Atlantic and Cownose rays were similar at 3 and 2 radians of phase lag, respectively, while 

the adjusted radially gridded Cownose wing increased slightly to 4 radians. 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.12: Basic gait snapshots for the Cownose ray. 

^ o t e that due to the fixed body orientation, the wings are independent so the maximum eigenvalue is 
degenerate and both symmetric and antisymmetric results are equal. 
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Figure 4.13: Basic gait amplitudes (top) and phases (bottom). 

Phase Lag [rad] 

Atlantic 

Rect. Radial 

4 3 

Butterfly 

Rect. 

2 

Rect. 

1.5 

Cownose 

Radial Radial Shifted 

2 4 

Table 4.5: Basic gait wing phase lags. 

This general trend of decreasing phase lag as wing aspect ratio increases is also seen 

in the following simple rectangular wing example, where only the cxx and cyy curvatures 

were retained in the definition of Tc (i.e. ignoring the cxy and cyx terms). Figure 4.14 shows 

four snapshots of the basic gait for the high aspect ratio case, where each plot corresponds 

to equally spaced time instants t = 0 to 3T/4. The wing is connected to the body along 

the lower-left edge (parallel with the y-axis) and the system locomotes in the positive y 

direction. Similarly, Figs. 4.15 shows the basic gait snapshots for the low aspect ratio case. 

Figure 4.16 shows the associated amplitude and phase contours for both the high and low 

aspect cases, with units of meters for amplitude and 2n radians for the phase (i.e. a phase 
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of 0.5 corresponds to ix radians). In the higher aspect ratio plots we see a flapping gait 

with a relatively small number of waves down the wing. The amplitude of wing deflection 

smoothly increases as distance from the body increases and a traveling wave progresses 

from head to tail in a straight fashion, due to the lack of cxy and cyx curvatures in Tc. In the 

lower aspect ratio plots we see a more undulatory gait with a larger number of waves down 

the wing, and the general shapes of the amplitude and phase contours are similar between 

the two cases. We thus observe that a short, low-aspect-ratio wing tends to undulate while 

a long, high-aspect-ratio wing tends to flap. 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.14: High-aspect rectangular wing basic gait snapshots. 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.15: Low-aspect rectangular wing basic gait snapshots. 
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Figure 4.16: High and low-aspect rectangular wing basic gaits (amplitude and phase) 

4.2.3 Optimal Gaits 

We now examine the optimal gaits for each batoid system by solving (3.4) where we choose 

the objective functions to be a measure of the wing curvature, curvature rate, power, ac­

tuation, or actuation rate, through the choice of II following Tab. 3.1, where W W = Tc 

following (4.13). We first impose the observed biological oscillation frequency and calcu­

late the gaits which minimize each objective function at that frequency. We then allow the 

frequency to vary and find the globally optimal frequency and examine the resulting gaits. 

Key figures are shown below for clarity, while additional plots of the objective functions 

vs frequency, amplitude, phase, and motion snapshots for each case are shown in the ap­

pendix, with Tables 6.8 to 6.19 listing the measured optimal frequency, tip ampUtude, and 

phase lag down the wing for each case. 

Observed biological oscillation frequency 

We now set the oscillation frequency for each case to the observed biological oscillation 

frequency (biological gait measurements are listed in Tab. 4.4), and recalculate the cur­

vature, power, and actuation minimizing gaits. Figure 4.17 shows four snapshots of the 

minimum curvature gaits for the rectangularly gridded Atlantic, Butterfly, and Cownose 

rays, where each plot corresponds to equally spaced time instants t = 0 to 3T/4, while 

Fig. 4.19 and Fig. 4.20 show the gait snapshots for the minimum power and actuation gaits, 
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respectively, and Fig. 4.18 shows the associated amplitude and phase contour plots for the 

minimum curvature gait. 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.17: Minimum curvature gait snapshots for the Atlantic (top), Butterfly (mid), and 

Cownose (bottom) rays, rectangular grid. 

All plots are in the body frame. The resulting gaits show symmetric, oscillatory (or flap­

ping), motion with some slight body pitching (not shown), due to the heaving motion of 

the wings. Rolling is not observed due to the symmetric flapping. The general shape of the 

phases and amplitudes for the minimum curvature case are similar to the basic gait results, 

with a phase lag (or wave) propagating from head to tail along each wing in a roughly 

circular fashion. The tip amplitudes for all three objective functions are roughly 4-4.5 cm, 

7-9 cm, and 8-10 cm, for the Atlantic, Butterfly, and Cownose rays, respectively, which is 

in reasonably good agreement with the 3 cm, 5 cm, and 9 cm tip amplitudes observed in 

biology. All of the gaits are oscillatory, with fairly small phase lags down the wing of 1.5-

2.5 radians, 1-1.5 radians, and 0.5-1 radians, respectively, which are less than the 8 radians 

(undulatory), 3.8 radians (oscillatory), and 2.5 radians (oscillatory) observed in biology. 
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Figure 4.18: Minimum curvature gait amplitude (top) and phase (bottom) contour plots for 

the Atlantic (left), Butterfly (mid), and Cownose (right) rays, rectangular grid. 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.19: Minimum power gait snapshots for the Atlantic (top), Butterfly (mid), and 

Cownose (bottom) rays, rectangular grid. 
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Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.20: Minimum actuation gait snapshots for the Atlantic (top), Butterfly (mid), and 

Cownose (bottom) rays, rectangular grid. 

Of particular interest are the minimum actuation gaits, where we can see that different 

natural modes are being excited to generate the flapping motion. Figure 4.21 shows two 

snapshots of the first and fifth natural modes for the Atlantic ray and Butterfly ray, and the 

associated minimum actuation snapshots, respectively. We can see that, for the Butterfly 

and Cownose rays, the actuation is taking advantage of the stiffness in the wing to excite 

the fifth natural mode to produce most of the flapping motion, where the body of the wing 

and the tip of the wing are mostly out of phase. For the Atlantic ray, with the lower aspect 

ratio wings, we see that the first natural mode is being excited. For those further interested, 

a full list of the first ten natural modes of each system is included in the appendix. 
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Figure 4.21: Two snapshots of the minimum actuation gait (top) and associated natural 

mode (bottom), 1st mode Atlantic ray (left), 5th mode Butterfly ray (right). 

We now examine the radially gridded cases. For the curvature and power cases, for 

the Atlantic ray, we obtain slightly larger tip amplitudes than the rectangularly gridded 

case, increasing to approximately 5 cm, with slightly smaller wing phase lags of 0.5 to 1.5 

radians. For the curvature rate and power cases, for the Cownose ray, we obtain similar 

tip amplitudes of 8 cm, with slightly larger phase lags of approximately 2 radians. The 

most interesting case, however, is the actuation, where we obtain a sudden change from 

symmetric to anti-symmetric motion, with an associated increase in tip amplitude to 10 

cm and 15 cm for the Atlantic and Cownose rays, respectively, and a decrease in the wing 

phase lag to almost zero. Figure 4.22 shows four snapshots of the minimum curvature gaits 

for the radially gridded Atlantic and Cownose rays, where each plot corresponds to equally 

spaced time instants t — 0 to 3T/4. Furthermore, these gaits also correspond to natural 

modes, in this case the second natural mode is being excited. 
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Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.22: Minimum actuation gait snapshots for the Atlantic ray (top) and Cownose ray 

(bottom), radial grid. 

Globally optimal oscillation frequency 

For all systems, wing curvature goes to zero as the frequency of oscillation goes to infinity, 

while the minimum actuation results in a globally optimal frequency many times higher 

(>50 rad/sec) than the observed biological oscillation frequency. Minimum actuation rate, 

however, results in very small globally optimal frequencies (roughly 0.5 to 4.5 rad/sec) 

with very large amplitude (200 to 20 cm, respectively). This indicates that these objective 

values are unlikely candidates for actual batoid swimming. 

For the rectangularly gridded systems, the minimum curvature rate and minimum power 

cases result in optimal frequencies of approximately 9 to 12 rad/s and 17 to 21 rad/s, respec­

tively. These values are fairly close to the approximate 8 to 15 rad/s oscillation frequency 

observed in biology for the Atlantic and Cownose rays, respectively. Figure 4.23 shows 

four snapshots of the minimum curvature rate gait for the Cownose system, where each 

plot corresponds to equally spaced time instants t — 0 to 3T/4, while Figure 4.24 shows 

the associated amplitude and phase contour plots. 
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Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 4.23: Minimum curvature rate gait snapshots, Cownose, rectangular grid. 

0.05 0.10 0.15 0.20 0.05 0.10 0.15 0.20 

Figure 4.24: Amplitude and phase contour plots for the minimum curvature rate gait, 

Cownose, rectangular grid. 

All plots are in the body frame. The optimal gait is a symmetric, oscillatory (or flapping), 

motion with some slight body pitching (not shown), due to the heaving motion of the wings. 

Rolling is not observed due to the symmetric gait. The general shape of the phases and am­

plitudes are similar to the basic gait results, with a phase lag (or wave) propagating from 

head to tail along each wing in a circular fashion. These plots are also representative of 

the Butterfly ray optimal gait, since both systems share a similar high aspect ratio wing. 

For both cases, the minimum power objectives result in phase lags down the wing of ap­

proximately 2 radians with tip amplitudes of 2.5 to 3.5 cm, while the minimum curvature 

rate case results in phase lags of 1.5 radians with tip amplitudes of 5 cm. These results are 

oscillatory and fairly close to the observed phases and amplitudes of 3.8 radians and 5 cm 

for the Butterfly and 2.5 radians and 9 cm for the Cownose. 

We now examine the low aspect ratio, rectangularly gridded Atlantic system. Fig-



www.manaraa.com

75 

ure 4.25 shows four snapshots of the minimum power gait for the Atlantic system, where 

each plot corresponds to equally spaced time instants t — 0 to 3T/4, while Figure 4.26 

shows the associated amplitude and phase contour plots. 

Snapshots: t=0: T/4: 2T/4: 
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Figure 4.25: Minimum power gait snapshots, Atlantic, rectangular grid. 
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Figure 4.26: Amplitude and phase contour plots for the minimum power gait, Atlantic, 

rectangular grid. 

The minimum power case results in a 2 radians phase lag down the wing and 3 cm tip am­

plitude, while the minimum curvature rate case results in 1 radian phase lag and 6 cm tip 

amplitude. While the optimal tip amplitudes are close to the observed biological tip ampli­

tude of 3 cm, the optimal phase lag is much more oscillatory than the observed undulation 

of 8 radians. 

Varying the internal structure to more closely match the biological radial angles, the tip 

amplitudes for the Atlantic ray increase to 20 cm and 8 cm for the minimum curvature rate 

and minimum power gaits, respectively, while the phase lag decreases to roughly 0.25 to 
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0.5 radians, which is even more oscillatory than the rectangular gridding. This is due to the 

optimal frequency reducing to 4 rad/s and 10 rad/s, respectively, requiring the subsequent 

increase in amplitude to maintain velocity. The Cownose case is relatively insensitive to 

the change, as the radial angles are mostly aligned along the local x axis, and so the optimal 

frequency, amplitudes, and phases are mostly unchanged. 

Hypothesizing that there may be structural limitations in biology that could be captured 

through an amplitude constraint to improve the optimal gaits, we return to the minimum 

actuation rate case where originally a large amplitude optimal gait was obtained. We now 

impose a tip amplitude constraint of 3 cm on the Atlantic ray, using the Pareto-optimal 

method given by (3.2), and obtain the amplitude (3d plot for clarity), amplitude contour, 

and phase contour plot shown in Fig. 4.27. 
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Figure 4.27: Amplitude (3D), amplitude contour, and phase contour plots for the minimum 

actuation rate gait, Atlantic, rectangular grid. 

The resulting optimal frequency increases to 10 rad/s, while the phase lag down the wing 

increases to approximately 2 radians. The amplitude of the tip is at the constrained limit 

of 3 cm, while the amplitude of the center of the wing is up to 5 cm to compensate for the 

decreased tip amplitude. While the frequency and phase lag is now more consistent with 

the curvature rate and power cases (and biology) than the large amplitude unconstrained 

actuation rate case, the amplitude shape does not agree well with biology. 
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Chapter 5 

Conclusion 

5.1 Summary 

We have defined a general class of mechanical rectifier systems that captures the essential 

dynamics of animal locomotion. An optimal gait problem was formulated to minimize 

a quadratic cost function while achieving a given speed of locomotion on average. The 

solution was shown to be purely sinusoidal, and calculated from generalized eigenvalues 

and eigenvectors of a pair of Hermitian matrices as frequency was varied. This is a very 

fast and numerically stable method capable of handling underactuated and hyper-redundant 

systems while ensuring achievability. Unlike most, if not all, of existing approaches, our 

result provides a globally optimal solution. The key is not to compromise the solution by 

aiming for local optimality, but to reformulate the problem for tractability, in terms of a 

simplified model capturing the essential rectifier dynamics. The optimal gait thus obtained 

can then be used as a reference signal for closed-loop control. 

The case studies have shown that the quadratic optimization can produce gaits that 

closely resemble those seen in biology. In particular, for the link chain rectifier with a 

straight nominal posture, the gait minimizing the shape derivative was found to be similar 

to the natural motion exhibited in swimming leeches. However, analytical study of the 
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simple mechanical rectifier suggested that the leech swimming motion might also minimize 

the input power and/or torque if the damping effect for body shape change is large. For 

the link chain rectifier with a curved nominal posture, most optimal gaits were found to 

be symmetric, agreeing with our intuition based on biological observations of swimming 

jellyfish-like animals. The gait which minimized the torque derivative was found to be 

asymmetric, however, indicating that some systems may benefit from unconventional gaits 

that are not commonly observed in biology and counter to intuition. 

We formulated the equations of motion for simple flapping-wing rectifiers, consisting 

of two independent discretized wings and a six degree of freedom main body (rotation 

and translation) to which the wings are attached. We generated models for the Atlantic, 

Butterfly, and Cownose rays, and examined the observed gaits, the minimally perturbed 

observed gaits, the basic gaits, and the optimal gaits for both fixed and free oscillation 

frequencies. 

For the observed gait with a straight traveling wave down the wing, we initially found 

that the approximate model was not able to achieve the observed biological velocity. How­

ever, we then found that a minimally perturbed gait which possessed a more realistic, cir­

cular traveling wave down the wing (from head to tail), was able to achieve the observed 

velocity with similar amplitudes and phases as biology, which indicated the approximate 

model is reasonably accurate. 

For the basic gait analysis we examined each system with the body fixed to translate 

only in the y-direction with no rotation. We found that all batoid systems generally pro­

duced more flapping gaits than biology; however, we also saw a general trend that as the 

aspect ratio of the wing changed from high to low, the underlying basic gait changed from 

oscillatory to undulatory. Additionally, we saw that the general shape of the amplitude and 

phase plots was similar to the perturbed gait, supporting the idea that biology is indeed 

taking advantage of the fundamental mechanism of rectification. 

The minimum curvature rate optimal gaits and minimum power optimal gaits were 
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symmetric, with similar oscillation frequencies and tip amplitudes to biology, however 

possessing a generally more oscillatory motion. This difference is especially pronounced 

in the Atlantic ray, with a possible explanation being that the undulatory motion takes ad­

vantage of (or avoids) the vorticity, added mass, and suction effects involved with closely 

swimming against the bottom of the ocean. The fixed-frequency minimum actuation op­

timal gaits were symmetric with body pitching (and no rolling), and anti-symmetric with 

body rolling (and no pitching), which were also found to corresponded to different natural 

modes of the systems. The minimum curvature gait tended toward zero curvature at an 

infinite oscillation frequency, while the minimum actuation gait possessed an oscillation 

frequency many times higher than biology. The minimum curvature rate gait, on the other 

hand, possessed a very low oscillation frequency and a very large tip amplitude. 

Of the optimal gaits, the minimum power gait was the closest match with biology for the 

Atlantic ray, while the minimum curvature rate gaits were the closest match with biology 

for the Butterfly and Cownose rays, due to tip amplitude and oscillation frequency. The 

phase lags of the basic gaits were closer to biology than the optimal gaits, however, and the 

perturbed observed gait was the closest match of all. This indicates that there is still room 

for improvement, and that a more sophisticated objective function or modeling process 

could possibly result in the perturbed observed gait being optimal. Indeed, an arbitrarily 

complex objective function could be chosen to force the optimal gait to perfectly match 

the perturbed observed gait; however, we favored fundamental objective functions in our 

search to ensure a solid foundation. 

5.2 Future Work 

There are many possible avenues for future work to build and improve upon these results. 

First, the mechanical model of each batoid system can be improved by the addition of more 

accurate muscular, skeletal, and neuronal structures. These can include such effects as 
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active and passive stiffnesses, three dimensional rotational dynamics for cartilage radials, 

and chemical costs for muscle activation or signal propagation. Second, a more detailed 

computational fluid dynamics model can be utilized, ideally capturing the important effects 

for batoid locomotion not included in this dissertation, such as the added mass effects and 

vortex shedding. The CFD panel method developed by Moored [98] is particularly well 

suited to the discretized wing model developed in this dissertation, as it approximates a 

surface using a small number of large panels to enable a very numerically fast estimation 

of the fluid forces. At additional computational cost, the globally optimal gait solution 

method described in this dissertation for the bilinear approximation can be used as the 

initial condition for one of the existing nonlinear, locally optimal solution methods. The 

global minimum can then be tracked while the system is slowly varied back to the fully 

nonlinear system. Lastly, an inverse optimal control problem can be formulated to deter­

mine an objective function that produces the observed biological gait for a given system. 

As mentioned earlier, Russo [80] is currently investigating a similar problem through a 

numerical structural perturbation method, analyzing various quantities of interest over one 

period of the observed gait. These methods can then be utilized a linear combination of a 

large set of possible basis objective functions, with coefficients numerically determined to 

minimize the overall error over a suitably large set of models. 

Each of these improvements come with an associated increase in complexity, and there­

fore computation time. However, since we have noticed that all optimal gaits so far are 

either symmetric or anti-symmetric, the dimension of a system can be reduced by half 

through a symmetric or anti-symmetric constraint, resulting in two models of half complex­

ity. These studies demonstrate that the proposed framework for computing optimal gaits 

can be very useful not only for robotic locomotor designs but also for increasing our under­

standing of animal locomotion mechanisms from a biological point of view. The models of 

rectifier systems can also be used as a basis for further analysis and design of locomotion 

control systems. Of particular interest is in the limit cycle behaviors of the rectifier systems 
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driven by biological feedback control systems called central pattern generators [99-103]. 
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Chapter 6 

Appendix 

6.1 Preliminary lemmas 

Lemma 6 Let h G ZOO, O. positive number T G R, a vector-valued signal ^ G P j . and a 

transfer function H(s) = F(—s)J$F(s) G H be given. Let £ be the steady state response 

ofF(s) with input \i. Then the following hold: 

l = Fh{joj)[L, ik = F(jtok)fik, VfceZ, 

/ //n^x dt = V ; [^n(ju;/c)/ifc] = p.*nh(ju)p., 
J ° J f c = l 

2 ' T 

T 

w/iere a; := 2n/T. 

Proof. The result follows from straightforward calculation using basic properties of linear 

systems and orthogonality of harmonic basis functions. • 

Lemma 7 (S-procedure [104]) Let real-valued quadratic junctionals a0 and a\ on a 

complex linear space X be given, where each has the form a(x) = a + 3?[6(x)] + C(x) 

with a real constant a, linear functional b(x) on X, and Hermitian form C(x). Suppose o\ 

satisfies the regularity condition: there exist y, z € X such that G\(y) > 0 and o~i(z) < 0. 
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Then 

&o(x) > 0, Vx € X such that 0\{x) = 0 

holds if and only if 

3A G K such that a0(x) > Xai(x), \/x G X. 
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6.2 Link chain rectifier model 

The link chain rectifier has been introduced as a model for robotic snake [57], and the 

equations of motion is given by (2.3) with the following definitions: 

C(6,6)6 := (S0HCe - CeHSe)6
2, J0 := d i a g ^ , . . . , Jn), 

J (6) := J0 + SeHSe + CeHCe, M := diag(mx , . . . , mn), 

F := M-1B(BJM-1B)~1ArL, Cn := diag(cn i , . . . ,c„„), 

Ce := diag(cos6»i,... ,cos0n), K0 := diag(fci,..., fc„_i), 

Se := diag(sin0i,.. . ,sin0n), D0 := diag(di,.. . ,d„-i), 

H := LA{BJM-1B)-1A1L, T := diag(Ct, Cn, CnL
2/3), 

Ct := diagfo, , . . . , Q J , d(0,0) = BD0B"6\ B{6) := 5 , 

k(6) = BK0B
T6, L : = d i a g ( 4 , . . . , 4 ) , m : = ^ = 1 m ; , 

7(x) := Tx, 

1 

fi*:= 

i2(0) := 

A:= 

Ce Se 

—Se Ce 

QeGe 

I 

1 1 

, Ge '•= 

N(6) := 

1 1 

FS6 

- F G 

O eF 

0 

1 - 1 

e := 

, E:= 

, £ : = 

1 

e 0 

0 e 
T 

1 - 1 

where A , B e Rn x(n x), e G Rn, and 02 is the vector whose zth entry is 9j. Given a nominal 

posture f], the bilinear rectifier model that approximates the original system is given by (2.6) 
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with 
Q(d) := NpNr, + H9 + (SB)T + 6 T * e , K := 5X 0 £ T , 

A(#) := i^rW„ + Ai A2 

D := BD0BT + i ^ r i ^ , * := O^TO,, + A + AT 

J := J(»7), E := iV^TU,, 0 := diag(tf,7?), 

diag(Ai) diag(A2) 

diag(^i) diag(52) 

diag(53) diag(54) 

:= R\TNV, 

Ai A2 

A : = 
Si s2 

S3 S4 

i 2 i : = 

1 ^ . — 

i i j jLTyy 

) R2 '•'-

-S c 

-C - S 

i i ^U -^ 

:= -AT,TO,/2, 

FCn 

?5 = 

, Gv :— 

a 
0 

u •= 

FS r 

0 . 

0 

where the subscript r\ is used to indicate that a function is evaluated at 6 = 77, e.g. iV,, := 

AT(77). If the nominal posture is chosen to be straight (77 = 0), then these parameter defini­

tions simplify to 

J:=J0 + FTMF, D := LCnL/3 + FJCnF + BD0B\ 

A := FTC0 + diag(FTQe), A(0) := Atf -FJCne 

W ) ••= , C0 :— c7„ — Cf. 
eJCte + tfTC0tf -7?TC0e 

-e T C 0 ^ eTCne - tfTC0tf 

Additionally, if cn% := cn and ctj := ct for all z, the equations are further reduced by noting 

that FJe = 0. The following parameter values are from a typical medicinal leech, and are 
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used for the model in the numerical study reported here unless otherwise noted: 

n = 18, m = 0.0011 kg, £ = 0.1073 m, ml = m/n, 

cni = 0.8£t N • s/m, ct, = 0. Ut N • s/m, 

£t = £/{2n), Jt:=mz£*/3, dt = 0, fc, = 0. 
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6.3 Batoid thickness data 

^U*&T> 

• ^ S C - ' 

Figure 6.1: Atlantic cross sections for thickness measurements. 
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Figure 6.2: Butterfly cross sections for thickness measurements. 
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Figure 6.3: Cownose cross sections for thickness measurements. 
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x, cm: 
head: 

ta d: 

0 
0.22 
0.83 
3.30 
4.03 
4.35 
3.95 
3.95 
3.84 
2.94 
1.52 
1.33 

1 
0.18 
0.94 
3.48 
4.17 
4.28 
4.53 
4.13 
3.63 
2.65 
1.49 
0.22 

2 
0.26 
0.94 
3.44 
4.17 
4.17 
4.28 
4.13 
3.74 
3.37 
2.79 
0.98 

3 
0.22 
1.27 
3.81 
4.13 
4.24 
3.74 
3.48 
3.26 
2.68 
1.09 
0.15 

4 
0.18 
1.02 
2.28 
3.66 
3.66 
3.19 
2.68 
2.54 
1.60 
1.23 
0.18 

5 
0.15 
0.69 
1.63 
2.57 
2.83 
2.61 
2.39 
2.14 
1.70 
0.76 
0.11 

6 
0.15 
0.58 
1.27 
1.92 
2.28 
2.18 
1.89 
1.74 

1.16 
0.58 
0.15 

7 
0.29 
0.76 
1.27 
1.67 
1.85 
1.78 
1.67 
1.27 
1.16 
0.76 
0.29 

8 
0.15 
0.44 
0.87 
1.34 
1.52 
1.49 
1.27 
1.05 
0.76 
0.33 
0.11 

9 
0.18 
0.62 
0.87 
1.12 
1.23 
1.20 
0.98 
0.73 
0.47 
0.29 
0.11 

10 
0.15 
0.40 
0.80 
0.91 
0.94 
0.98 
0.87 
0.65 
0.40 
0.25 
0.18 

11 
0.15 
0.33 
0.58 
0.65 
0.65 
0.73 
0.62 
0.51 
0.29 
0.18 
0.15 

Table 6.1: Atlantic thickness measurements, cm 

x, cm: 
head: 

ta 1: 

0 
18.1 
14.3 
10.4 
6.6 
2.8 
-1.0 
-4.8 
-8.6 

-12.4 
-16.3 
-20.1 

1 
18.0 
14.2 
10.4 
6.6 
2.8 
-1.0 
-4.8 
-8.6 

-12.4 
-16.2 
-20.0 

2 
14.9 
11.7 
8.6 
5.4 
2.2 
-1.0 
-4.2 
-7.4 

-10.6 
-13.7 
-16.9 

3 
15.4 
12.1 
8.8 
5.6 
2.3 
-1.0 
-4.3 
-7.6 

-10.8 
-14.1 
-17.4 

4 
14.8 
11.7 
8.5 
5.3 
2.2 
-1.0 
-4.2 
-7.3 

-10.5 
-13.7 
-16.8 

5 
13.3 
10.4 
7.6 
4.7 
1.9 
-1.0 
-3.9 
-6.7 
-9.6 
-12.4 
-15.3 

6 
12.7 
10.0 
7.2 
4.5 
1.7 
-1.0 
-3.7 
-6.5 
-9.2 
-12.0 
-14.7 

7 
10.9 
8.5 
6.2 
3.8 
1.4 
-1.0 
-3.4 
-5.8 
-8.2 
-10.5 
-12.9 

8 
11.5 
9.0 
6.5 
4.0 
1.5 
-1.0 
-3.5 
-6.0 
-8.5 

-11.0 
-13.5 

9 
10.9 
8.5 
6.1 
3.8 
1.4 

-1.0 
-3.4 
-5.8 
-8.1 

-10.5 
-12.9 

10 
10.3 
8.0 
5.8 
3.5 
1.3 

-1.0 
-3.3 
-5.5 
-7.8 
-10.0 
-12.3 

11 
9.6 
7.5 
5.4 
3.3 
1.1 
-1.0 
-3.1 
-5.3 
-7.4 
-9.5 

-11.6 

Table 6.2: y-positions of Atlantic thickness measurements, mm 

x, cm: 
head: 

ta il: 

3 
0.12 
0.51 
0.92 
1.25 
1.43 
1.50 
1.36 
0.99 
0.51 
0.26 
0.05 

4 
0.09 
0.57 
1.10 
1.36 
1.34 
1.34 
1.22 
0.89 
0.54 
0.17 
0.07 

5 
0.16 
0.64 
1.06 
1.22 
1.22 
1.24 
1.06 
0.78 
0.47 
0.16 
0.09 

6 
0.16 
0.58 
0.93 
0.97 

1.10 
1.07 
0.99 
0.71 
0.38 
0.14 
0.06 

7 

0.19 
0.46 
0.79 
0.91 
0.94 
0.88 
0.77 
0.58 
0.30 
0.13 
0.08 

8 
0.17 
0.38 
0.68 
0.77 
0.79 
0.74 
0.66 
0.57 
0.41 
0.22 
0.08 

9 
0.10 
0.44 
0.61 
0.69 
0.68 
0.65 
0.61 
0.47 
0.36 
0.20 
0.10 

10 
0.10 
0.36 
0.55 
0.63 
0.58 
0.58 
0.50 
0.41 
0.25 
0.16 
0.08 

11 

0.09 
0.36 
0.47 
0.49 
0.49 
0.52 
0.46 
0.41 
0.31 
0.22 
0.11 

12 
0.08 
0.31 
0.39 
0.44 
0.43 
0.41 
0.30 
0.31 
0.24 
0.16 
0.10 

13 
0.11 
0.25 
0.31 
0.39 
0.35 
0.34 
0.27 
0.24 
0.17 
0.11 
0.06 

14 
0.11 
0.21 
0.25 
0.31 
0.29 
0.26 
0.26 
0.18 
0.14 
0.11 
0.07 

Table 6.3: Butterfly thickness measurements, cm 
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x, cm: 

head: 

ta ll: 

3 
7.8 
6.1 
4.3 
2.5 
0.8 
-1.0 

-2.8 

-4.5 

-6.3 

-8.1 

-9.8 

4 
7.7 
5.9 
4.2 
2.5 
0.7 
-1.0 

-2.7 

-4.5 

-6.2 

-7.9 

-9.7 

5 
7.0 
5.4 
3.7 
2.1 
0.4 
-1.3 

-2.9 

-4.6 

-6.2 

-7.9 

-9.5 

6 
6.2 
4.6 
3.1 
1.6 
0.0 
-1.5 

-3.0 

-4.6 

-6.1 

-7.6 

-9.2 

7 
5.6 
4.2 
2.8 
1.3 
-0.1 

-1.5 

-2.9 

-4.3 

-5.8 

-7.2 

-8.6 

8 
4.4 
3.2 
2.1 
0.9 
-0.3 

-1.5 

-2.7 

-3.9 

-5.1 

-6.2 

-7.4 

9 
4.0 
2.9 
1.8 
0.7 
-0.4 

-1.5 

-2.6 

-3.7 

-4.8 

-5.9 

-7.0 

10 
3.6 
2.6 
1.6 
0.5 
-0.5 

-1.5 

-2.5 

-3.5 

-4.6 

-5.6 

-6.6 

11 
2.7 
1.9 
1.0 
0.2 
-0.7 

-1.5 

-2.3 

-3.2 

-4.0 

-4.9 

-5.7 

12 
2.5 
1.7 
1.0 
0.2 
-0.5 

-1.3 

-2.0 

-2.7 

-3.5 

-4.2 

-5.0 

13 
2.4 
1.7 
0.9 
0.2 
-0.5 

-1.3 

-2.0 

-2.7 

-3.4 

-4.2 

-4.9 

14 
1.9 
1.3 
0.7 
0.1 
-0.4 

-1.0 

-1.6 

-2.1 

-2.7 

-3.3 

-3.9 

Table 6.4: y-positions of Butterfly thickness measurements, mm 

x, cm: 

head: 

ta LI: 

4.3 
0.57 

2.51 

3.84 

4.46 

4.79 

4.57 

4.00 

3.46 

2.08 

0.54 

5.3 
0.43 

2.11 

3.24 

4.08 

4.33 

3.87 

3.35 

2.57 

1.30 

0.35 

6.3 
0.31 

2.07 

2.97 

3.66 

3.89 

3.61 

3.03 

2.25 

1.34 

0.40 

7.3 
0.31 

1.77 

2.67 

3.24 

3.36 

3.02 

2.65 

1.94 

1.17 

0.37 

8.3 
0.33 

1.61 

2.40 

2.80 

2.92 

2.71 

2.15 

1.65 

1.07 

0.29 

9.3 
0.29 

1.55 

2.21 

2.47 

2.61 

2.36 

1.96 

1.63 

1.11 

0.33 

11.3 

0.40 

1.42 

1.80 

1.92 

2.00 

2.02 

1.78 

1.34 

0.86 

0.23 

13.3 

0.30 

1.26 

1.58 

1.69 

1.96 

1.67 

1.42 

1.06 

0.50 

0.17 

15.3 

0.32 

1.09 

1.29 

1.37 

1.29 

1.07 

0.92 

0.72 

0.48 

0.19 

17.3 

0.18 

0.73 

0.92 

0.94 

0.83 

0.82 

0.61 

0.56 

0.37 

0.18 

20.3 

0.14 

0.55 

0.61 

0.64 

0.60 

0.54 

0.52 

0.40 

0.30 

0.18 

22.3 

0.12 

0.26 

0.39 

0.43 

0.42 

0.37 

0.31 

0.23 

0.22 

0.16 

Table 6.5: Cownose thickness measurements, cm 

x, cm: 

head: 

ta d: 

4.3 
10.8 

7.9 
5.1 
2.3 
-0.6 

-3.4 

-6.3 

-9.1 

-11.9 

-14.8 

5.3 
9.7 
7.1 
4.5 
1.9 
-0.7 

-3.3 

-5.9 

-8.5 

-11.1 

-13.7 

6.3 
8.6 
6.2 
3.9 
1.5 
-0.8 

-3.2 

-5.5 

-7.9 

-10.2 

-12.6 

7.3 
7.9 
5.7 
3.5 
1.3 
-0.9 

-3.1 

-5.3 

-7.5 

-9.7 

-11.9 

8.3 
7.4 
5.3 
3.2 
1.1 
-1.0 

-3.0 

-5.1 

-7.2 

-9.3 

-11.4 

9.3 
6.6 
4.7 
2.8 
0.9 
-1.0 

-3.0 

-4.9 

-6.8 

-8.7 

-10.6 

11.3 

5.6 
3.9 
2.2 
0.5 
-1.2 

-2.8 

-4.5 

-6.2 

-7.9 

-9.6 

13.3 

4.7 
3.2 
1.7 
0.2 
-1.3 

-2.7 

-4.2 

-5.7 

-7.2 

-8.7 

15.3 

3.3 
2.2 
1.0 
-0.2 

-1.4 

-2.6 

-3.8 

-5.0 

-6.2 

-7.3 

17.3 

2.2 
1.3 
0.3 
-0.6 

-1.5 

-2.5 

-3.4 

-4.3 

-5.3 

-6.2 

20.3 

0.8 
0.2 
-0.4 

-1.1 

-1.7 

-2.3 

-2.9 

-3.6 

-4.2 

-4.8 

22.3 

0.0 
-0.4 

-0.9 

-1.3 

-1.8 

-2.2 

-2.7 

-3.1 

-3.6 

-4.0 

Table 6.6: y-positions of Cownose thickness measurements, mm 
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6.4 Natural modes 

Figure 6.4: First 10 natural modes for Atlantic rectangular grid, two snapshots each. 
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Figure 6.5: First 10 natural modes for Atlantic radial grid, two snapshots each. 
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Figure 6.6: First 10 natural modes for Butterfly rectangular grid, two snapshots each. 
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Figure 6.7: First 10 natural modes for Cownose symmetric rectangular grid (symmetric 

constraint), two snapshots each. 
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Figure 6.8: First 10 natural modes for Cownose radial grid, two snapshots each. 
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Figure 6.9: First 10 natural modes for Cownose shifted radial grid (symmetric constraint), 

two snapshots each. 
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Mode# 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

Atlantic 
Rect. Radial 
24.25 22.90 
30.29 28.75 
42.07 57.59 
42.28 58.65 
64.10 68.06 
65.80 69.21 
84.38 76.99 
84.72 77.57 
99.44 78.24 
104.57 84.51 

Butterfly 
Rect. 
13.30 
19.29 
37.22 
38.38 
48.45 
56.61 
84.55 
84.95 
89.55 
90.07 

Rect. 
7.82 
21.65 
26.14 
45.71 
53.49 
57.99 
75.66 
87.28 
98.57 
99.71 

Cownose 
Radial 
29.19 
38.13 
53.28 
54.63 
86.82 
89.48 
94.41 
100.93 
125.78 
128.11 

Radial Shifted 
21.47 
34.41 
37.72 
57.97 
65.08 
65.99 
69.51 
87.27 
94.77 
99.15 

Table 6.7: Undamped natural frequencies. 

6.5 Basic gaits 

Amplitude (Contour): Phase (Contour): 

'/ 

.0: 

0.05 

0.00 

-0.05 H f 

-0.10 

0.05 0.10 0.15 0.20 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 6.10: Basic gait for Atlantic rectangular grid. 
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Amplitude (Contour): Phase (Contour): 

00 - 0 0 5 | 

'0 00 

0 05 -Q lop 

0 10 0 05 0 10 0 15 0 20 0 05 0 10 0 15 0 20 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 6.11: Basic gait for Atlantic radial grid. 

Amplitude (Contour): Phase (Contour): 

0 05 0 10 0 15 0 20 

/ / 0 00 ^ 

00 -0 05| 

0 00 

0 05 -0 10[ 

0 10 0 05 0 10 0 15 0 20 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 6.12: Basic gait for Butterfly rectangular grid. 
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Amplitude (Contour): Phase (Contour): 

'o.o: - 0 0 5 

'0 00 

0.05 -0.10 

O.io 0.05 0.10 0.15 0.20 

.0: -0.05 

0.05 0.10 0.15 0.20 

Snapshots: t=0 

Figure 6.13: Basic gait for Cownose rectangular grid (symmetric constraint). 

Amplitude (Contour): Phase (Contour): 

0.05 0.10 0.15 0.20 

0.0: -0.05 

0.00 

0.05 -0.10 

0.10 0.05 0.10 0.15 0.20 

Snapshots: t=0: 3T/4: 

Figure 6.14: Basic gait for Cownose radial grid. 
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Amplitude (Contour): Phase (Contour): 

Figure 6.15: Basic gait for Cownose radial shifted grid (symmetric constraint). 
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6.6 Optimal gaits 

6.6.1 Minimum objective values vs. frequency, u 

Atlantic Rect. 
y 

Atlantic Radial Butterfly Rect. 
y 
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Figure 6.16: Min. obj. vs u, Top to bottom: Curv., Curv.Rate, Power, Act., Act.Rate 
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Cownose Rect. Cownose Radial Cownose Radial Shifted 
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Figure 6.17: Min. obj. vs u (continued), Top to bottom: Curv., Curv.Rate, Power, Act., 

Act.Rate 



www.manaraa.com

104 

Atlantic Rect. Atlantic Radial Butterfly Rect Cownose Radial 
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Figure 6.18: Symmetry vs ui (zero:symmetric, nonzero:anti-symmetric), Top to bottom: 

Curv., Curv.Rate, Power, Act., Act.Rate 
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6.6.2 Minimum curvature rate gaits 

Amplitude (Contour): 

0.05 

0.001 

-0.05 

-0.101 

0.20 

Snapshots: t=0: 

0.05 0.10 0.15 0.20 

T/4: 2T/4: 

0.05 0.10 0.15 0.20 

3T/4: 

-0.05 
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Figure 6.19: Minimum curvature rate gait for Atlantic rectangular grid. 

Amplitude (Contour): Phase (Contour): 
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Figure 6.20: Minimum curvature rate gait at cubio for Atlantic rectangular grid. 
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Amplitude (Contour): Phase (Contour): 

Snapshots: t=0: 
0.1Q. 

0.05 0.10 0.15 0.20 

T/4: 
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Figure 6.21: Minimum curvature rate gait for Atlantic radial grid. 
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Figure 6.22: Minimum curvature rate gait at uuo for Atlantic radial grid. 
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Figure 6.23: Minimum curvature rate gait for Butterfly rectangular grid. 
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Figure 6.24: Minimum curvature rate gait at uu0 for Butterfly rectangular grid. 
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Figure 6.25: Minimum curvature rate gait for Cownose rectangular grid (symmetric con­

straint). 
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Figure 6.26: Minimum curvature rate gait at cjfeJO for Cownose rectangular grid (symmetric 

constraint). 
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Figure 6.27: Minimum curvature rate gait for Cownose radial grid. 

Amplitude (Contour): Phase (Contour): 

Snapshots: t=0: 
0.1^ 

O.Ox 

0.05 0.10 0.15 0.20 

T/4: 

0.20 

2T/4: 

0.05 0.10 0.15 0.20 

3T/4: 

Figure 6.28: Minimum curvature rate gait at u^o for Cownose radial grid. 
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Figure 6.29: Minimum curvature rate gait for Cownose radial shifted grid (symmetric con­

straint). 
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Figure 6.30: Minimum curvature rate gait at ubio for Cownose radial shifted grid (symmet­

ric constraint). 
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6.6.3 Minimum power gaits 
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Figure 6.31: Minimum power gait for Atlantic rectangular grid. 

Amplitude (Contour): 

0.05 

0.20 

Snapshots: t=0: 

0.05 0.10 0.15 0.20 

T/4: 2T/4: 

0.05 0.10 0.15 0.20 

3T/4: 

-0.05' 
-0.10 

0.05 
0.10 

0.05 
0 10 0.10 

0.05 
0 10 

Figure 6.32: Minimum power gait at UJUO for Atlantic rectangular grid. 
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Figure 6.33: Minimum power gait for Atlantic radial grid. 
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Figure 6.34: Minimum power gait at u^o for Atlantic radial grid. 
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Figure 6.35: Minimum power gait for Butterfly rectangular grid. 
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Figure 6.36: Minimum power gait at uhio for Butterfly rectangular grid. 
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Figure 6.37: Minimum power gait for Cownose rectangular grid (symmetric constraint). 
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Figure 6.38: Minimum power gait at wfeo for Cownose rectangular grid (symmetric con­

straint). 
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Figure 6.39: Minimum power gait for Cownose radial grid. 
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Figure 6.40: Minimum power gait at uuo for Cownose radial grid. 
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Amplitude (Contour): Phase (Contour): 

Figure 6.41: Minimum power gait for Cownose radial shifted grid (symmetric constraint). 
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Figure 6.42: Minimum power gait at UJUO for Cownose radial shifted grid (symmetric con­

straint). 
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6.6.4 Minimum actuation rate gaits 
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Figure 6.43: Minimum actuation rate gait for Atlantic rectangular grid. 
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Figure 6.44: Minimum actuation rate gait at u^0 for Atlantic rectangular grid. 
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Figure 6.45: Minimum actuation rate gait for Atlantic radial grid. 
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Figure 6.46: Minimum actuation rate gait at u^o for Atlantic radial grid. 
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Figure 6.47: Minimum actuation rate gait for Butterfly rectangular grid. 
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Figure 6.48: Minimum actuation rate gait at ubio for Butterfly rectangular grid. 
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Figure 6.49: Minimum actuation rate gait for Cownose rectangular grid (symmetric con­

straint). 
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Figure 6.50: Minimum actuation rate gait at wbi0 for Cownose rectangular grid (symmetric 

constraint). 
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Figure 6.51: Minimum actuation rate gait for Cownose radial grid. 
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Figure 6.52: Minimum actuation rate gait at u^o f° r Cownose radial grid. 
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Amplitude (Contour): Phase (Contour): 

Snapshots: t=0: T/4: 2T/4: 3T/4: 

Figure 6.53: Minimum actuation rate gait for Cownose radial shifted grid (symmetric con­

straint). 
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Figure 6.54: Minimum actuation rate gait at u>blo for Cownose radial shifted grid (symmet­

ric constraint). 
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u [rad/s] Tip Amp. [cm] Phase Lag [rad] 

Curv. Rate 

Power 

Act. Rate 

12 

20 

1.5 

6 

3 

50 

1 

2 

« 0 

Table 6.8: Optimal gaits for the Atlantic ray, rectangular grid. 

Curv. Rate 

Power 

Act. Rate 

UJ [rad/s] 

4 

10 

3.5 

Tip Amp. [cm] 

20 

8 

25 

Phase Lag [rad] 

0.25 

0.5 

0.25 

Table 6.9: Optimal gaits for the Atlantic ray, radial grid. 

Curv. Rate 

Power 

Act. Rate 

u [rad/s] 

15.7 

15.7 

15.7 

Tip Amp. [cm] 

4.5 

4 

4.25 

Phase Lag [rad] 

1.5 

1.5 

2.5 

Table 6.10: Optimal gaits for the Atlantic ray, rectangular grid, observed u. 

Curv. Rate 

Power 

Act. Rate 

u [rad/s] 

15.7 

15.7 

15.7 

Tip Amp. 

5 

5 

10 

[cm] Phase Lag [rad] 

0.5 

1.5 

« 0 

Table 6.11: Optimal gaits for the Atlantic ray, radial grid, observed UJ. 
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Curv. Rate 

Power 

Act. Rate 

Ul [rad/s] 

11 

21 

1 

Tip Amp. 

5 

2.5 

70 

[cm] Phase Lag [rad] 

1.5 

2 

« 0 

Table 6.12: Optimal gaits for the Butterfly ray, rectangular grid. 

Curv. Rate 

Power 

Act. Rate 

u [rad/s] 

8.38 

8.38 

8.38 

Tip Amp. [cm] 

7 

7 

9 

Phase Lag [rad] 

1.5 

1 

1 

Table 6.13: Optimal gaits for the Butterfly ray, rectangular grid, observed u. 

Curv. Rate 

Power 

Act. Rate 

u> [rad/s] 

9 

17 

0.5 

Tip Amp. [cm] 

7 

3.5 

200 

Phase Lag [rad] 

1.5 

2 

«o 

Table 6.14: Optimal gaits for the Cownose ray, rectangular grid (symmetric). 

Curv. Rate 

Power 

Act. Rate 

u! [rad/s] 

13 

16 

4.5 

Tip Amp. [cm] 

5 

3.5 

20 

Phase Lag [rad] 

1.5 

2 

« 0 

Table 6.15: Optimal gaits for the Cownose ray, radial grid. 
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Curv. Rate 

Power 

Act. Rate 

UJ [rad/s] 

12 

16 

1.5 

Tip Amp. [cm] 

5 

3.5 

60 

Phase Lag [rad] 

1.5 

2 

« 0 

Table 6.16: Optimal gaits for the Cownose ray, shifted radial grid (symmetric). 

Curv. Rate 

Power 

Act. Rate 

UJ [rad/s] 

7.85 

7.85 

7.85 

Tip Amp. [cm] 

8 

10 

8 

Phase Lag [rad] 

1 

0.5 

0.5 

Table 6.17: Optimal gaits for the Cownose ray, rectangular grid (symmetric), observed UJ. 

Curv. Rate 

Power 

Act. Rate 

UJ [rad/s] 

7.85 

7.85 

7.85 

Tip Amp. [cm] 

8 

8 

15 

Phase Lag [rad] 

2 

2 

RiO 

Table 6.18: Optimal gaits for the Cownose ray, radial grid, observed UJ. 

Curv. Rate 

Power 

Act. Rate 

UJ [rad/s] 

7.85 

7.85 

7.85 

Tip Amp. [cm] 

8 

8 

10 

Phase Lag [rad] 

1.5 

2.5 

2.5 

Table 6.19: Optimal gaits for the Cownose ray, shifted radial grid (symmetric), observed 

UJ. 
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